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1 Introduction to the Problem

1.1 Purpose of the Document

This document is a product of aresearch project initiated in February 1999 by the X-38 Hight
Controls Branch at the NASA Johnson Space Center (JSC). Funded by NASA Grant NAG9-1085,
the effort was associated with the Flight Mechanics Laboratory (FML) of the Texas Enginesring
Experiment Station — the research arm of the Dwight Look College of Engineering at Texas A&M
University (TAMU). One of the tasks of the unsolicited proposal that led to this grant wasto provide a
set of design guideines that could be used in future by JSC. The subject of these guidelineswasto be a
flight control design for vehicles operating across a broad flight regime and with highly nonlinear physicd
descriptions of motion. The guideines specificaly were to address the need for reentry vehicles that
could operate, as the X-38 does, through reentry from space to controlled touchdown on the Earth's
surface. The latter part of controlled descent was to be achieved by parachute or paraglider — or by an
automatic or a human-controlled landing Smilar to that of the space shuttle Orbiter.

Since these guiddines address the specific needs of human-carrying (but not necessarily piloted)
reentry vehicles, they ded with highly nonlinear equations of motion, and their generated control systems
must be robust across a very wide range of physics. Thus, this first-generation document dedls dmost
exclusvely with some form of dynamic inverson (DI), atechnique that has been widdy studied and
applied within the past 25 to 30 years. Comprehensive and rigorous proofs now exist for transforming
anonlinear system into an equivaent linear system. (Cdlled either feedback linearization or DI, it is
based on the early papers of Krener and Brockett'2.) At about the same time, theoretical advances
essentialy completed the background for ensuring the feedback control laws that make prescribed
outputs independent of important classes of inputs; namely, disturbances and decoupled control
effectors. These two vita aspects of control theory — noninteracting control laws and the transformation
of nonlinear systems into equivaent linear sysems— are embodied in what is often caled DI. Fab and
Wolovich® considered noninteractions as a facet of linear systemstheory. Singh, Rugh, Freund, and
Porter*>° extended these notions into nonlinear systems. Isidori and his colleagues”* contributed
ggnificantly to DI theory by usng mathematicd notions from differentiad geometry. Badasand his
colleagues applied these ideas to a variety of aerospace flight control system designs — indluding the F
18 high angle- of - attack research vehicle (HARVB9 aswell asto the X-38" itsdlf. They aso provided
powerful, commerdidly available software tools*" that are widely used by control design practitioners.
Though there is no doubt that the mathematica tools and underlying theory are available to industry and
government agencies, there are open issues as to the practicality of usng DI asthe only (or even the
primary) design approach for reentry vehides. Our purpose, therefore, isto provide a set of guideines
that can be used to determine the practica usefulness of the technique.

This document will answer the following questions related to four main topics.

1. If weuse DI asour primary design method, whet tools are available to implement the design
tasks?

2. How easy isit to obtain and to learn to use these tools? Can an entry-levd (an
undergraduate) engineer be expected to be familiar enough with the tools to be productive
without receiving specidized training and conaulting hep?




3. Isit easy to convey the vaue of usng DI? How does a design group communicate the

vaidation of sysems modded with this modern control technique?
4. What form of robustness andlysisis appropriate? 1s more than one technique worth

congdering?

Section 2 of this report addresses the firgt question by first summarizing the value of three tools
used by TAMU FML engineers— MACH [Muitli- Application Control], MATLAB, and batch
smulations. This section goes on to investigate and explore the available forms of robustness andysis
(question 4) asthe forms relate to practical uncertainties and disturbances. Section 2 concludes with
firgt thoughts on how we would go about evauating the various tools.

Section 3 addresses how DI is achieved from the perspective of new graduate students who has
to teach themselves these techniques. It is hoped that later studies will expand and extend this vaidation
process to show that less-sophisticated talent can aso successfully complete workable designs.

Section 4 illudtrates the smulation component buildup surrounding DI, and it applies DI to the
X-38 reentry vehicle mode in three separate examples. The first testsa DI controller againgt a
nonlineer MATLAB smulation to evauate performance; the second and third present longitudina and
laterd/directiond DI controller desgns, respectively.

Section 5 describes two different controller analysis techniques and andyzes DI cortrollers
using both methods. The controller analys's techniques addressed in this section include manaysis and
linear quadratic performance index andyss.

Section 6 provides asummary of the theoretical background needed to understand some of the
DI design procedures and to complete at least dementary robustness analyses of the DI system.

Finaly, Section 7 isafairly extensve list of references used to prepare this report. Although the
bibliography is not comprehensive, it does include much of the classica work that has been done to this

point.



2 Synthesis Procedure

Synthesisis the process by which the components or e ements of a system are brought together
by adesigner to accomplish the tasks under consideration. Thetrick isto be sure that the individua
parts are integrated in such away that the sum of the parts produces an outcome greater than the
individua contributions of the parts. This“synergy” isaresult of an integrated design. Integration
begins with the process used, and depends strongly on the tools available.

In thisfirg iteration of our design guidelines, we will congder three sets of software toals; i.e,
MACH, MATLAB, and batch smulations. MATLAB isawidely used commercid software package
for control system design that has both a command line and a graphicd user interface. Itisaso
relaively easy to use, and many colleges and universities teach undergraduate courses that integrate
MATLAB-based problems into their pedagogy. Moreover, MATLAB has a number of specidized
toolkits that directly address matrix agebra and modern control system design, including DI and
techniques often used to andyze the robustness of such designs. This set of toolsis quite extengvely
documented; indeed, MATLAB has steadily evolved and been improved over severd years of
commercid usage.

MACH isaset of proprietary software tools developed and used (but not sold commercidly)
by Honeywell that directly address some of issues common to DI. One of the key questions we want to
answer inthisreport is. Isit feasible for ardative beginner to build up DI modds without using tools
such as MACH? Or, isMACH indispensable to the efficient generation of DI modules?

Findly batch smulaion, which can be done (a least partidly) within MATLAB’s Smulink
module, is a software tool that requires some attention. 1t is doubtful that a control system designer
today would attempt to produce a flight-worthy system without first generating at least a mathematical
mode of the specific system under consideration. We used the shuttle engineering smulator (SES) as
the basis for our batch smulation buildup. Asisamost aways the case, kesping the smulation current
asthe vehicle (in this case, the X-38) design evolvesisarecurring headache. As new data become
available, the smulation has to be updated. Lesson Learned 1: Set up a procedure early in the
process for updating and formatting aerodynamic (and other) databases. A corollary to thisistha
time and resources must be devoted to maintaining these databases or dl facets of the program will
auffer. Hight control design cannot proceed efficiently without this effort.

2.1 Tools

211 MATLAB

As mentioned earlier, MATLAB is one of the most widdly used commercid software packages
available for control system design. So, it and its companion product, Simulink, are used extensvely in
thisstudy. The DI controllers are developed in MATLAB, and smulations are run within the Smulink
environment. This smulation development process and its results are at the core of this sudy. Detaled
linear robustness andyses of the example contraller for the X-38 are dso made easier by MATLAB.
Two different MATLAB toolboxes will fadllitate manalyss: the (1) Robust Control Toolbox and (2) m
Synthesis and Andysis Toolbox. Obvioudy, the latter isintended for mandysissinceit is dedicated to
that process. Hence, a number of useful functions are readily available and packaged with a detailed
ingruction manua. A detalled discusson of the underlying theory of mandyssisgivenin Section 5.1.

2.1.2 Multi-Application Control

One of the spacecraft controllers using the DI approach is based on MACH. MACH is
a proprietary software package developed by Honeywd | that was previoudy applied to severd flight
control designs such asthe F-18 HARV and the X-29 arcraft. 1ts basic structure conssts of an inner-



loop DI controller wrapped around an outer-loop classica proportiond integra (PI) controller. Figure
2.1 below shows the smilarity between the MACH system structure and the controller used in the firgt
example (see Section 4.6). Although dight differences exi<t, these are associated primarily with different
definitions for the control variables (CVs).

g |Lcver —»chdes Dynamic
f command 8‘ EE— | y )
3 MCyemd DeSire_d MC\V/ % nver(sjlon actuator
command B P Dynamlcs > an command >
a o= _ Effector
= cmd NC\/%es .
O [NcVv > Allocation
A
ﬁ_CVTMCVTNCV
Controlled
Variable
Definition
? n r- sensors
Se so. |
Processing

Figure2.1 Typical MACH system structure

Since MACH is proprietary to Honeywell, implementation details cannot be presented in
a document of unlimited distribution such asthese guiddines. Details are Sketchy in any event; and other
than a comprehensive outline of the MACH structure, the code is not used broadly as a desgntoadl in
thisversgon of our guiddines. Later implementations may include more on the MACH softwareif it
becomes obvious that the code is useful to the overal design process. For purposes of this document,
we will therefore focus on demondirating that DI can be successvely implemented with other tools and
procedures with only a moderately intense learning effort on the part of the analyst. A brief comparison
of aMACH controller and a Simulink example are presented in Section 4.4. This comparison primarily
highlights the differences.

2.1.3 Batch Simulation

The batch mode of SES X-38-V201 verson 1.3 isused in thisstudy. Thisverson contains the
shuttle-derived classcd controller designed at JSC by John Ruppert. Although different versions of
MACH have dready been implemented for the X-38-V132; thisisthe only verson aready
implemented that uses the V201 database prior to release of the MACH controller in late 1999. This
SES verson was thus our only available choice since the scope of our study was to examine the
characteristics of a DI controller throughout the entire X-38 flight envelope (i.e., from hypersonic
through subsonic flight regimes of anticipated trgectories).

By using batch implementation, anomina case is executed to obtain essentia vehicle properties
(aerodynamic coefficients, moment/product of inertia, etc.). The data thus obtained are then
incorporated into the Smulink-based DI controllers. A few attempts are aso included in which we
began examining uncertainty in the mass properties of the X-38 by varying these parametersdightly



(Section 4.6). However, time congraints as well as the complexity of the SES batch simulation limited
the number we performed of these runs.

2.2 Specifications

The controller design procedure is normally iterative and centers around designing a controller
that satisfies a set of design specifications. These specifications can be provided in the time domain, the
frequency domain, or both. It isimportant to note that the type of input (i.e., impulse, step, ramp,
snusoid) must be specified. Examples of these are introduced and discussed below.

221 Time Domain

Time domain inputs, such as a step input, can be used to evaluate system characteristics such as
damping, natura frequency, overshoat, etc. Initial condition or impulse excitations are particularly useful
in evauating the damping of rate variables. Such time domain controller responses can be evaluated
through smulation in the Smulink environment, for example.

2.2.2 Frequency Domain

The response of alinear system to asinusoidd input is referred to as the system’ s frequency
response. Frequency domain specifications are concerned with the response of a system to frequency
varying inputs, most often of the snusoida type. Typicd Soecifications are gain margin, phase margin,
and bandwidth. Gain margin isthe amount by which syslem gain can increase before the system
becomes neutraly stable. Phase margin is the amount by which phase lag can increase before the
system becomes neutrdly stable. Bandwidth — defined as the maximum frequency & which system
output will satisfactorily track asinusoid input — is basicaly afrequency domain measure of response
gpeed. It istherefore akin to the time-domain specification of risetime. Frequency domain
gpecifications are important to multiple-input, multiple-output (MIMO) robust controller design since
mogt available methods are based in the frequency domain and thus use some or dl of the frequency
domain specifications.

2.3 Uncertainty Modeling

Actud controllers are expected to perform well for an entire class of transfer functions
representing the range of plant dynamics and operating environment. Sinceit isimpossible to
andyticaly or empiricaly modd with 100% accuracy a dynamic system and the effects of its operating
environment, uncertainty modeling plays an important role in controller design and andyss. But even
when gpplying optima control techniques, the resulting controller desgns will not be truly “optima”
because

operating environments can introduce undesirable/unknown performance.

the system isinherently nonlinear (EXAMPLE: Coulomb friction, hysteresis, backlash, and
deadbands).

physical components are subject to wear and failure.

there are limitations to implementation (EXAMPLE: computationa delays).

Uncertainties are broadly classified in two categories — structured and unstructured — both of which are
usualy present in any given physcad sysem. The key to successful uncertainty modeling (and, thus, to
robust controller design) is to recognize to which category a particular type of uncertainty belongs and
then to determine the characteristics of that uncertainty. Further, the mgority of robust control



techniques require uncertainty be modeled entirdly in the frequency domain. Thesetopics are outlined in
the following sections.

231 Structured

Structured uncertainties can be modeed and have rdatively well-known bounds and ranges.
Parametric uncertainties arise from and include

control effectiveness,
aerodynamics,

mass, and

inertia

PredictionAccuracy of Aircraft Stability Derivatives Prediction Accuracyof Spacecraft Inertias
Lift Curve Sope C,_ + 5% |, £ 10%

Pitch Damping Cr, = 20% I, * 10%
Yawing Moment Due To Roll RateC, + 90%

Parametric uncertainties are important; but since by definition they can be understood and modeled,
they can usualy be andlyzed and handled. Nonparametric uncertainties are potentially more dangerous
because they are not as well understood and are difficult or impossible to model accurately. However,
those that can be represented as some type of stochastic process can be easily incorporated into the
desgn modd. Thekey issue isto determine the relative magnitude of nonparametric uncertainties. In
generd, smdl nonparametric uncertainties cause small errors while large nonparametric uncertainties
cause large errors. It isaso important to determine how quickly nonparametric uncertainties vary.

2.3.2 Unstructured

Unstructured uncertainties are those for which generdly little to no knowledge is possessed.
They are usudly not modding-related nor can they be modeled at all. Nonparametric unstructured
uncertaintiesinclude

high-frequency unmodeled dynamics,
actuator dynamics,

gructurd vibrations,

measurement noise,

round-off error and truncation, and

sampling delay.

Since retention of full, nonlinear dynamics severdly restricts the number of synthesis techniques
presently available, linearization of actudly nonlinear dynamicsis often required. So, approximations are
inherent and introduce uncertainty. Actuators dso fdl into this category for the same reason.
Uncertainty due to Structurd vibrations and measurement noise can be represented with a certain degree
of accuracy when experimentd datais available. 1n the absence of experimenta data or when asmpler
representation is wanted, measurement noise is often gpproximated as asine wave. Round-off error
and truncation are extremely difficult means of representing uncertainties. No widely accepted standard
method exigts for them.



2.3.3 Frequency Domain

Classcd Control addresses the issue of uncertainty by assuming thet al types of uncertaintiesin
the system cause only gain changes, or phase changes, to occur. Robust Modern Control takes a
frequency domain gpproach using transfer functions in the S-domain such that certain types of modding
errors are assumed to have certain frequency effects. Since parametric modeling errors are structured
uncertainties with known bounds, they are assumed to cause low-frequency effects. Consequently,
neglected and possibly higher-order dynamics are assumed to cause high-frequency effects.
Ungtructured uncertainties, which are not well understood, represent systems in the frequency domain
whose frequencies smply are assumed to lie between some upper and lower bound. Additive
uncertainty is used to modd errorsin neglected high-frequency dynamics; this represents the absol ute
error inthe modd. Multiplicative uncertainty, which is used to modd errorsin actuators or sensor
dynamics, representsthe relative error inamodd. This latter type of uncertainty ismost useful in
robustness analysis and design.

2.4 Disturbances

Disturbance rejection properties to exogenous disturbances — e.g., gusts, turbulence, wind shear
—are paticularly criticd in flight control syslem design. By definition, an exogenous input is one that a
controller cannot manipulate. These unstructured uncertainties are stochastic processes and, as such,
are best represented as stochastic models in terms of mean and variance. The standard gust and
turbulence models, due to Von Karman and Dryden, are empiricaly based and directly gpplicable to
both controller design and controller andysis.

2.5 Dynamic Inversion Synthesis

DI synthessis a controller synthes's technique by which existing deficient, or undesirable,
dynamics are canceled out and replaced by desirable dynamics. Cancellation and replacement are
achieved through careful agebraic sdection of the feedback function. For this reason, this methodology
isaso cdled feedback linearization. It gpplies to both sngle-input, Sngle-output (SISO) and MIMO
systems, provided the control effectiveness function (in the SISO case) or the contral influence matrix
(inthe MIMO case) isinvertible. The method works for both full- state feedback (input- state feedback
linearization) and output feedback (input-output feedback linearization). A fundamenta assumptionin
this methodology is that plant dynamics are perfectly modeled and can be canceled exactly. In practice
this assumption is not redidtic, so the new dynamics require some form of robust controller (see Section
2.6.1) to suppress undesired behavior due to plant uncertainties. Examples of DI synthess are shownin
Chapter 3.

2.6 Robustness

Compensators are designed to satisfy specified requirements for steady- state error, transent
response, Sability margins, or closed-loop pole locations. Meeting dl objectivesis usudly difficult
because of the various tradeoffs that have to be made and because of the limitations of desgn
techniques. For example, dthough classica root locus design places apair of complex conjugeate poles
to meet transient response specifications, the designer has little control over the location of dl other
poles and zeros. The particular property that a control system must have to operate properly in redistic
gtuationsis caled robustness. A control system that possesses both good disturbance rejection and
low sensitivityis said to berobust. Disturbance rgection isthe ability to maintain good regulation
(tracking) in the presence of disturbance signads. Low sensitivity is the ability to maintain good



regulation (tracking) in the presence of changesin plant parameters. Mathematicdly, this meanstha a
controller must operate satisfactorily for not just one plant but for afamily or aset of plants.

Robustnessis divided into two distinct yet related categories. stability robustness and
performance robustness. Stahility robustnessis the ability to guarantee closed-1oop stability in spite of
parameter variations and high-frequency unmodeled dynamics. It isimportant to note thet relaive
Sability, not absolute Sability, is of interest in this context. Performance robustness is the ability to
guarantee acceptable performance (settling time, overshoot, etc.) even dthough the system may be
subject to disturbances. The Classica Control method quantifies robustness through gain margin and
phase margin. Modern Control techniques use the structured singular value analysis of Section 6.2.3 to
quantify robustness. In the MIMO case, both the maximum and the minimum singular vaues are
messures of the amplification and attenuation, respectively, of the transfer function matrices that
represent the family or set of plants of asystem. Section 5.1 presents this robustness technique and
demongtrates how to perform the andysis and interpret the results.

2.6.1 mSynthesis and Hy

Structured singular vaue synthesis, or msynthes's, is amultivariable design method that can be
used to directly optimize robust performance. It involves both manalysis and Hy synthesis.
Performance specifications are weighted transfer functions describing the magnitude and frequency
content of control inputs, exogenous inputs, Sensor Noise, tracking errors, actuator activity, and flying
qudities. A family of modds (congsting of a nomind modd plus structured perturbation models) is used
with magnitude bounds and frequency content specified usng weighted transfer functions. All of thisis
wrapped into a single standard interconnection structure that is then operated upon by the agorithm.

The Hy control controller design methodology is a frequency domain optimization for robust
control systems. Hy is defined as the space of proper and stable transfer functions—i.e., transfer
functions with a number of zeros less than or equa to the number of poles. The objectiveisto minimize
the Hy norm. Physcdly, this corresponds to minimizing the pesk vaue in the Bode magnitude plot of
the transfer function in the SISO case or the singular vaue plot inthe MIMO case. There are certain
advantagesin minimizing the infinity-norm. These are

Theinfinity-norm is the energy gain of the sysem. By comparison, the Linear Quadratic
Gaussan (LQG) technique minimizes the 2-norm, which isnot again.

The infinity-norm minimizes the worg- case root mean square (RMS) vaue of the regulated
variables when the disturbances have unknown spectra. The 2-norm minimizesthe RMS
vaues of the regulated variables when the disturbances are unit-intendity, white noise
processes.

Hy control results is guaranteed stability margins (and is therefore robust), whereas LQG
has no guaranteed margins.

Asin the Linear Quadratic Regulator (LQR)/LQG methodology, Hy isiterative. In the stlandard
problem, the solution for the infinity-norm is iterated upon until it isless than a specified scalar vaue,
gamma— known as the gammaiiteration. In the optima problem, the infinity-norm is progressvely
reduced until asolution does not exist. In the Hy control problem, the weights are the only design
parameters the user must specify. Congtant weights are used for scaling inputs and outputs. Transfer
function weights are used to shape the various measures of performance in the frequency domain;
weights are also used to satisfy the rank conditions. Proper selection of welghts depends a greeat ded
on understanding both the modeling process and the physics of the problem.

Necessary conditions for a solution are the ability to stabilize and detect the system; to perform
various rank reguirements on system mairices; and to ensure that the transfer function between
exogenous system inputs and the outputs remains nonzero a high frequencies. Thislast condition, which
is often violated, occurs because the transfer function is strictly proper; i.e., has more poles than zeros.



Solutions to Hy and LQG problems are very smilar. Both use a sate etimator and feed back the
estimated states, and both solve two Ricatti equations to compute controller and estimator gains. The
difference in the solutions lies in the coefficients of the Ricatti equation and in an extraterm in the Hy
solution. Examples of this methodology are presented in Chapter 5.

2.7 Validation

Vdidation — which congsts of an attempt to match outputs between two different control and
smulation software packages for the same control inputs, and for the same controller structure and gains
—was performed on dl examples in this document to ensure as much fidelity as reasonably possible.
The degree of fiddlity depends on the purpose of the example, the software tool used to synthesize and
amulate the example, the operating system and language, and the platform on which the example was
being run.

271 MATLAB versus MACH

MATLAB and MACH have smilar structures that, in theory, should permit good validation.
MATLAB was run on a persona computer (PC) and MACH was run on a UNIX-based workstation.
The difficulty involved with this vdidation effort semmed from alack of undergtanding of the MACH
code itself dueto alack of documentation. Although agreement between the two codes was generaly
good, it was inadequate for in-depth investigations and research.

2.7.2 MATLAB versus Batch Simulation

MATLAB was run on a PC, and the SES batch smulation was run on a Silicon Graphics
Incorporated (SGI) UNIX workstation. Because of adequate documentation and open access to the
SES source code, vaidation between these two codes proceeded rapidly and with excellent agreement.
These two software codes form the basisfor al of the controller design research presented in this
document.



3 Applying Dynamic Inversion

3.1 Introduction and Philosophical Approach

This section shows how DI is gpplied to ardatively smple arcraft control problem. Aswill be
explained in more detail in Section 4, since the concept of DI itsdf is quite Smple, acontroller can be
designed in many different ways. For example, the controller might be either linear or nonlinear. Also, a
DI controller isnot limited to afirg-order inversion. It can take on higher-order formsaswel. This
chapter describes one way of designing a DI-based controller. The steps taken in completing this
design are carefully delineated in the hope that a step-by-step outline will help others design DI-based
controllers.

Firgt, abrief outline of the DI process will be given to quickly review the concept, followed by a
detailed description of how to design each controller component. Then, aircraft equations of motion are
introduced, and the DI design processis gpplied to a particular reentry vehicle; i.e,, the X-38. Findly,
severd forms of desired dynamics are presented for this DI gpplication.

3.2 Dynamic Inversion Concept (Linear Aircraft Controller)

Aswe suggested previoudy, the basic concept of DI is quite Smple. In generd, arcraft
dynamics are expressed by
&=F (x,u)
(3.2)
y =H(x)

where x is the State vector, u is the control vector, and y isthe output vector. For conventiond uses
(where small perturbations form trim conditions), the function F islinear in u. Equation (3.1) can be
rewritten as

=f(x)+g(x)u (3.2)
wheref isanonlinear sate dynamic function and g isanonlinear control distribution function. If we

assume g(x) isinvertiblefor dl vaues of x, the control law is obtained by subtracting f(x) from both
sdes of Equation (3.2) before multiplying both sdesby g™(x).

u=g7(c) g (1) 3

The next step isto command the aircraft to specified Sates. Instead of specifying the desired
states directly, we will specify the rate of the desired states, %. By swapping » in the previous
equation to % , we get thefina form of aDI control law.

es !

u=g"(x)88. - F(X)g (34)

Figure 3.1 shows a block diagram representation of the DI process.
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Figure3.1 Dynamic inversion process

|

Although the basic DI processis smple, afew points need to be emphasized. Firdt, dthough
we assume g(x) isinvetiblefor dl vaues of x, this assumption is not dwaystrue. For example, g(x) is
not generdly invertible if there are more states than controls. Furthermore, even if g(x) isinvertible (i.e,
g(x) issmdl), the control inputs, u, become large; and this growth is a concern because of actuator
saturation. Since the dynamics of the actuators, as well as sensor noise in the feedback loop, are
neglected during this primitive controller development to illustrate the process, a“ perfect” inverson is
not possible.

DIl isdso essentidly a specid case of modd-following. Whileit is smilar to other modd-
following controllers, aDI controller requires exact knowledge of model dynamics to achieve good
performance. Robustness issues therefore play a sgnificant role during the design process. (Thisissue
isdiscussed in detall in Chapter 5.) To overcome these difficulties, a DI controller is normally used as
an inner-loop controller in combination with an outer-loop controller designed using other control design
techniques.

The closed-1oop transfer function for adesired CV that is being inverted is found according to
Figure 3.2. From this block diagram, we can observe that the desired dynamics operate on the error
between the commanded CV and its feedback term. In thisfigure, the pure integrator on the right sde
is used to gpproximate the rest of the system dynamics, as shown on the right side of the block
diagram™®. The CV here corresponds to the state x in the previous development aswell asin Figure
3.1

. r-=—= Actuators
(@AY | | Dynamic Inversion
Cmd+. R— Desired CVaes L = Cv Effector Allocation
_ Dynamics [ S [ Airplane Dynamics

T : Sensors

Figure 3.2 Block diagram to calculate closed-loop transfer function

3.21 Simplified Longitudinal Controller for an Aircraft

A dmplified form of the linear longitudina equation for an arcraft’s pitch axis consders only the
pitching moment equition.

&= M,a+ Mg+ M, de (3.5
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The correspondence of this equation to Equation (3.2) is clearly seen in the following mappings.

Xxb q
ub d,
fpP Ma+Mgq
gb Mde

Since Mg isacongant for alinear time invariant system, the inverse of the control distribution function,
g, isadways obtained as a constant, 1/Mg.

Now, we need to invert this equation for the elevator deflection angle. Mapping is achieved by
substituting the relationships shown in the correspondence mappings (above) into Equation (3.3), giving
the following equetion:

d, = Mig;& M.a - Mg (3:6)

de

To obtain a control law, we specify the desired vaue of pitch acceleration, 2. Then, by substituting
& for & in Equation (3.6) and by substituting a ™ and q ™= for a and g, we get the following
longitudind dynamic inverson control law:

1 A es meas meas

—— g - M, 2™ - M, g™ § (3.7

de

cmd _—
dcm =

Figure 3.3 shows the block diagram representation of the longitudina DI controller.

. 1
d 4 meas meas Y d
q°*° -{ o 8 - Ma™ - M"Y P de"
de
t qmeas, ameas

Figure 3.3 Longitudinal Dynamic Inversion Control block diagram

Recdl that aircraft dynamics are modeled as asmple firg-order form (Equation (3.5))
to develop this smplified DI control equation. In this mode, both nonlinearity and higher-order termsin
the actua arcraft dynamics are neglected. Since thissmple DI controller cannot conmpletely cancel out
the aircraft dynamics, controller performance is potentialy degraded.

Smilaly, d, * d°™ due to actuator dynamics. This shortcoming, which is aso neglected while

amplifying the control law devel opment, is most noticeable when the control surface position and rate
exceed ther limits— something that occurs often when the value of Mg istoo smdl (in this case,
d=™ was unbounded).

12



Fndly, a™* 1 a; g™ 1 q dueto sensor processing. Thisfactor is dso neglected in the
control law development, thereby potentidly harming controller performance aswell.

3.2.2 Simplified Lateral Directional Controller for an Aircraft

Laterd/directiona DI control equations are developed in this section.  Although the
development procedure is Smilar to that of the longitudina case, we need to Smuitaneoudy ded with
two dates (roll rate and yaw rate) controlled by two control surfaces (ailerons and rudders) instead of
with one gate (pitch rate) controlled by one control surface (elevator) asin the smplified longituding
case.

Smplified linear laterd arcraft equations can be written with respect to roll aswell as yaw axes

as
§=L,p+Lr+Lb+L,da+L,dr (39)
=N p+ N;r +N,b +Nyda + N, dr- '
If we write Equation (3.8) in a compact matrix form, we get
NV .
éa éL, L L, ugfu+eLda Ly édau (39)
A= A aal té 18 . 11 .
g&j ng N, Nyg§ U &Ny, NdngdrH
Cals
When we compare the matrix form of Equation (3.9) to Equation (3.2), each parameter is either a
vector or amatrix but the form remains the same,
_ &5
e
ebu
x=%Y
€ u
G2l
éd, u
u=a'p (3.10)
&, i
. éL, L L, 3
g\lp N Ny
él, L,u
g=a 1]
g\'da Ny, g
Notice here that the control distribution matrix, g, isasquare matrix. Therefore, itsinverse exigsin

generd.
Asanext sep amilar to the longituding case, we will invert the roll rate and yaw rate dynamic

equations to obtain aileron and rudder deflection angles.
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. -1l , o
efda@_ nga Ldr 3 : g@u (?Lp L, L, ugpw (3.12)
e, u— ¢ é ol .
éjru §Nda Nd,g le% g\lp Nr Nbugjléi
|

Then, subgtituting the desired states |§2°° and & for |& and & aong with the messured vaues of p, r,
and b (p™*, r™ and b™) for p, r, and b, we get the laterd DI control law.

L, cm , es épumeasu
gl AN, Naleﬂﬂ &N, N, Nuggg y /
)

Figure 3.4 presents a block diagram representation of the lateral DI controller.

~des i 4nmeas g cmd
. - €
p nga Ldr l:l 1,[ é g‘des éLp Lr Lb Ue i .I.’ da
. 6 Uuiéen - Ua y
rdes " Nd,g i e|8H g\lp N, N, ugb; ? drcmd

i ]

pmeas, rmeas bmeas

Figure3.4 Lateral Dynamic Inversion Control block diagram

3.3 Nonlinear Dynamic Inversion

The previous examplesillusrate DI control for alinear syslem. This approach can be readily
extended to a sysem with nonlinear characteristics by starting with the following set of nonlinear
equations typica for an arcraft.

LN b (Lo L +L)pa & (1 - 1) - 12 Har
&= + +
|XIZ - Ifz IXIZ - |fz IXIZ - |fz

&:%g’n +(1,- 1) pr +Ixz(r2 - pz)g (3.13)

I& I L+|N (Ix-b+|z)pq+gx(lx-ly)-l>§z8pq

2 2
Ll - 12 Il =12 LL- 12

Now, we will assume the longitudind and latera-directiond moments— L, M, and N — arelinear with
respect to aerodynamic derivatives, i.e,
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L=Lb+L,d, +L,d +Lp+Lr
M=M,a+M,q+M,d, : (3.14)
N =Nyb+N,d, +N,d +Np+Nr

By subgtituting the above linear moment equations into Equation (3.13), we can obtain arelation in
Equation (3.15) that combines linear and nonlinear terms.

éu
éu 0 L, L, 0 Lupd eo L, L Uedu
P l:]_’\ ,9 u ? % u
?@_gvla ° 9 M O‘JngJr?Mde 0 0uadhy
&g 80 N, N, 0 NHa; g0 N, ﬂedg
ere (3.15)
g, 0 -1,0'8 Lpa +(1, - 1, )ar ;
é U A :
+§O , O u gxz(rz- p2)+(|z- |X)pr3
gl, 0 1,¢ g - 1.,ar +(|X- Iy)pq EI

If the last term isignored, the result isidenticd to the linear set of DI equations previoudy obtained.

Findly, inverting the above equation aswel as performing proper subgtitutions of the commanded,
desired, and measured values gives the resulting DI control law.

u
cm 4 N es ’
o, o™ 20 L, Ldrﬂ _:.e,@ud €0 L, L, 0 Lugy
s & & az >
i b o ol i B o 0w ol
@jrg go Nda NdrH ':‘élgg 80 Nb ND 0 NrHéqu
grg (3.16)
é meas ~ meas _ meas ,. meas l]
éel, O -Ixzulé Lp™a +(Iy lZ)q r 0
é u é meas? meas meas . meas

80 1, 0 d 8 (= o) e(l, - 1) G

& Ixz 0 |Z & meas ,, meas _ measmeas (]

é- g g Ixzq r +(Ix ly)p q g

3.4 Applying the Dynamic Inversion Controller to
the X-38 — the Overall Structure

The DI control laws developed in the previous sections are now integrated into an overal
control structure. Asthe block diagram in Figure 3.5 shows, DI control is used as an inner loop
accompanied by a and f feedback outer loops. Although any type of control technique can be used

for the outer loop, smple feedback is used in this particular example to illustrate the characteristics of
inner-loop DI control.
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Figure 3.5 Overall Dynamic Inversion Control block diagram

The overadl DI controller requires commanded values of angle-of-attack, a°™, and bank angle,
, asinputs. Then, the measured vaues of a™* and f ™ are subtracted from the commanded
values to produce a®™™ and f " in the outer loop. These error vaues are then fed into the Command
Inverter block to be changed to rate commands, p™, g™, and r*™. The Desired Dynamics block uses
these rate commands and the rate measurements to creste the desired acceleration terms — favored
forms of commands for the DI controller. The next block isthe DI block, which produces the control
surface deflection angle commands d.°™, d,°™, and do™. Finally, the control surface commands are
fed into the Plant block, X-38 Modd, viathe Control Surface block. The Control Surface block
includes control surface management logic, which blends the three command values, d.™™, d,*™, and
de™, into two command vaues, dg ™ and d,“™, that include the dynamics of the actuators as well as
the pogtion and rate limits of the actuators. Gust and sensor noises are added to the system as externd
disturbances as well.

fchd

34.1 Command Inverter

In arcraft applications, sometimesiit is better to command displacements in the angle- of- attack
and bank angle rather than command the body axis ratesp, g, and r. However, rate commands are
needed as inputs to the Desired Dynamics block. The Command Inverter block (Figure 3.6) changes
displacement commands into rate commands so that displacement commands are directly implemented
inthe DI controller. This section describes how displacement commands are transformed into rate
commands.
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cmd
cmd p

Command qcmd
§ cmd Inverter

a

rcmd

Figure 3.6 Command Inverter block diagram

3.4.2 Body Components and Euler Angles Relationship

Rall, pitch, and yaw rates are obtained from Euler angular rates using the following
trandformation matrix:

épu & 0 -sing ue
& (_ 8 €l
Q= cosf cosgsinf ueé‘u (3.17)
&g & -sinf cosqcosfgQey

Now, by substituting the commanded values p™, o™, and r™ for the corresponding p, g, and r and
by replacing &, &, and W& with their corresponding commanded values, £8Md | &Md | and
&A= 0 | thefollowing relationship is obtained:

A cmd ()
a0 ou

49 2 -égemd
§°Ma=0 cosflie (3.18)
é g Usgemd |
ércmd g €0 - sinfyg H
&

The next step is to express commanded vaues of Euler rates in terms of the commanded vaues of the
angle-of-attack and bank angles.

343 Roll Angular Rate
The commanded roll rate, M9 | s obtained from the commanded bank angle, f €™ | smply
by differentiating with respect to time.

gemd — %fcmd (3.19)

By %mestituti ng the above expressioninto the first row of Equation (3.17), p°™ is expressed as afunction
of f °™.

cmd _ if cmd (3.20)
dt
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3.4.4 Pitch Angular Rate

Expressing pitch angular rate, &md , from angle-of- attack is dightly more complicated than the
roll angular rate case. Firdt, the Euler pitch angle can be expressed in terms of a (angle-of-attack), b
(sdedip angle), g (flight peth angle), and f (bank angle) by

_1g%b +sing\/a2 - sin? g+ b? 9

2 «in2 -
8 a® -sin“g p

g=tan , (3.21)

a =cosa cosb

where: b = sinf sinb +cos f sina cosb

The commanded vaue of the Euler pitch rate is cdculated by differentiating the commanded vaue of
Euler pitch angle by

§= g—tq - (3.22)

Substituting this expression for é‘ into the second row of Equation (3.17), °™ is expressed as a
function of g°™.

cmd ad cmd O
=cosf s~— e 3.23
q Sat q p (323

& 2 20
| . catMdpemd 4 gin g\'/(acmd ) - sin? g+ (bcmd) :
with q“™ =tan ¢ 5 i
c (acmd) - sin? g N
& o
wheres a®Md = cosa®M cosh
b¢™d = 5inf M4 sinb + cosf ™9 sina®™d cos b

3.45 Yaw Angular Rate

Instead of defining the corresponding Euler pitch and yaw rate commands to r°™, we smply set
r°™ equa to zero.

rémd =g (3.24)
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3.5 Multiple Time Scale Method

To bypass asngularity problem in the inversion of an ineffective control metrix, a multiple time
scae method has been devel oped that has been found to be quite successful in solving the problem.
This gpproach is egpecidly useful when inverting dow-motion variables, such as angle-of-attack, a, in
the longitudina case and sdedip, b, and bank angle, f , in the lateral/directional case. These variables
are deemed as “dow” dynamics because the control efectiveness on their dynamicsis quite low.
Vaiables making up the “fagt” arcraft dynamicsinclude pitch rate, g, in the longitudina case, roll rate,
p, and yaw rate, r, in the latera/directional case. Since the control effectiveness on these body ratesis
high, these dynamics are considered “fas” dynamics. The multiple time scale method thus seeks to
reformulate the origina differential equation (Equation (3.1)) into a set of two separate differentia
equations congsting of a set of dow dynamics, %, and aset of fast dynamics, .

X=f(X) +g(X)y (3.25)
®=h(x.y)+k(x,y)u (3.26)
Applying this technique to the linear aircraft dynamics, = Ax + Bu , yidds the following dow dynamic

equations for the rate variables (Equation (3.27)) and fast dynamic equations for the acceleration
variables (Equation (3.28)):

&y A, 0 Oueau el A, 0 udu
e A A ue.u, ey ~ Ue.u
Fi=e0 Au Augehgrehs 0 Angdl (327)
g éo A4l AMHéf H éA42 O A43Hérg
éa
o €U _
?ﬁu ?0 Ay u Ap O AZ?’SZ]‘E ngl 0 Bzzgéjau
B=A, 0 0 0 A, ou§p9+éo By, 0 3&d.y (3.28)
B 80 Ax Au A 0 Agfe g 8. O BofEdd
e U
era

where A and B represent the longitudina state and control input matrix values for the linear Sate-space
modd, and A and B represent the latera/directiond state and control input matrix vaues. Also, the
subscripts denote the row and column value, respectively. Note that in Equation (3.27), rate variables
form the input for the dow dynamics while the actua control surface commands form inputs for the rate
dynamics shown in Equation (3.28). Inverting each set of differential equations generates two DI
control laws, one for the outer DI loop (Equation (3.29)) and one for theinner DI loop (Equation
(3.30)).

U 60 A, OU'lékn A, 0 0 udW
&0 _éx — 1 Aol é _ — Ue. i
eﬂ e O 6133 :12@3 60 A fl4g§b‘d}/ (3.29)
Bl e 0 Asf TQ&U@ g0 A, A449|€f Hp



i
_ - - -
du 8, 0 Byulay é0 A, A, A, 0 Ajueu
g, u _@ uleqn € uer ap
éde[] - é_o Bs, _0 al é@ﬁ -y _0 _0 _0 A _0 ugpuy (3.30)
&, Bn 0 By (8. §0 Ay A, A, O Assﬂéqg-:-
'I' é l;I-I.
f erdp
A block diagram representation of this 2-time scale approach is shown in Figure 3.7.
Acmd Pemd da,cmd
bcmd Cemd de,cmd a
f cmd l'emd dr,cmd Plant and > b
) SO"Y N FasF 3 Actuator p ¢
Inversion Inversion Dynamics > q

; r

Figure 3.7 Block diagram of the 2-time scale approach

In the Fast Inversion block, fast desired dynamics are caculated and the control law in Equation
(3.30) isimplemented. Fast dynamics are afunction of the CV commands, (Pemd, Oemd, @Nd I grg) @nd
their feedback terms (p, g, and r). Similarly, in the Sow Inverson block dow desired dynamics are
caculated and the control law (Equation (3.29)) isimplemented. Again, dow dynamicsare afunction
of the CV commands (& g, b ema, @d T ) and their feedback terms (a, b, and f ). In summary, the
Slow Inverson block produces the commanded rate variables of Equation (3.29) that are fed to the
desired dynamicsin the Fast Inversion block. Using these fast desired dynamics, the fast inversion
control law of Equation (3.30) produces the commanded control deflections that are sent to the control
surface actuators, which then serve as input to the inherent dynamics.

Severa observations can be made from these two DI control laws. Firgt, only the short-period
aerodynamic terms (Ax, Az, Az, and Aszs) are present in this set of dow and fast dynamics. Further,
these two equations combine, retaining al origind laterd/directiond state matrix terms. It isaso
important to observe that the control effectiveness of the eevon on angle-of-attack, B, is not present
in the inverson matrix and has actudly been diminated dtogether from these two sets of equations. This
isthe term that traditionaly causes asngularity effect on inverson because the vaueistypicdly smdl in
magnitude. Instead, the control effectiveness on the pitch rate dynamics, B,;, has been retained for
inverson in the fast DI control law. Similarly, control input matrix vaues affecting Sdedip and bank
angle dynamics have aso been diminated (By;, Biz, B4y, and Byy). Therefore, only the control matrix
terms for the rate dynamics have been kept (B,i, B2, Bsi, and Bgy). Thisis of benefit because the
control surfaces are more effective on the rotationd rate variables than they are on the rotationa
vaiables. Findly, it isimportant to emphasize the fact thet this 2-time scale method requires that the
designer specify two sets of desired dynamics. one set for the dow dynamics and one set for the fast
dynamics.
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3.6 Desired Dynamics

The Desired Dynamics block, which was introduced during DI control law development, is
explained in detall in this section.

DI control requires acceeration terms. For example, asthe following longitudind DI equetion
shows, adesired vaue of pitch angular acceleration, &, is required:

d < ¥
d;m _ 1 %pjes ) Maameas _ qumeasH (325)
Ma,

However, applications normally use ether displacements or rates as command states to control the
system. The Desired Dynamics block acts as a mapping function between the rate commands and the
desired acceleration terms, which are the required form for the DI equations. The structure of the
Desred Dynamics block is shown in the flow chart in Figure 3.8.

Given 1/s by
dynamic inversion

v

Choose feedback
compensation

Good feedback
properties?

Integrator in na
compensator? *
Provide anti-windup
protection
|
Gain reduction yes
desired? +

Parameterize
gain selection

S '

Figure 3.8 Desired dynamics development for dynamic inversion
(edapted from Ref. 12)

Severd forms of desired dynamics are presented in this document and are evauated in terms of
performance and robustness. The different forms of desired dynamics consst of
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Proportiona dynamics'
Pl dynamics'

Aying quality dynamics'
Ride qudity dynamics

3.6.1 Proportional Case

The smplest way of achieving desired dynamics implementation is the proportiond, or first-
order, case. In thiscase, the desired dynamics are expressed as

CVae =K, (CVoy - CV). (3.31)

The K,, term in Equation (3.31) sets the bandwidth of the response. The bandwidth must be selected
to satidy time- scae separation assumptions without exciting structural modes or becoming subject to
the rate limiting of the control actuators. Figure 3.9 shows the block diagram representation of the
Proportiona Desired Dynamics block introduced in this section.

des

Figure3.9 Proportional Desired Dynamics block diagram

As shown above, the congtant K, amplifies the error between the CV command and its feedback term.
In Figure 3.9, CV isrepresented asthe state, x. So, the closed-loop transfer function for the
proportiona form of desired dynamics, shown in Equation (3.32), desires to place asingle pole at
s=-K,.

Cv K

=X (3.32)
CV,y StK,

3.6.2 Proportional Integral Case

The Desired Dynamics block is not limited to afirgt-order component. If the Desired Dynamics
block does not create satisfactory handling qualities (for piloted arcraft) using a set of firs-order
equations, a higher-order systemisused. A commonly used higher-order block isaPl. Thisformis
particularly popular in DI literature that uses fighter aircraft examples'*®. Thistype of Desired
Dynamics block structure is aso used in the linearized MACH controller designed by Honeywell for the
X-38 vehicle and has been adopted for this study aswell. The block diagram representation of a Pl
desired dynamics component is shown in Figure 3.10. It hasthe same form asthat used in the
Honeywd |l study™ with aKg of 5 sec™ sdected.

22



Figure 3.10 Proportional Integral Desired Dynamics block diagram

The block diagram for the PI form corresponds to the desired dynamicsin Equation (3.33), where x is
the CV.

. .. 2
Vs =K, ECv -cv2+fi(cv -cv) (3.33)
B 82 cmd p 4s cmd

These dynamics have a closed-1oop transfer function of

1k,

= 21 . (3.34)
s+2Kq

which seeksto placeapolea s=-0.5K; for any real constant Kg. In essence, thisform of dynamics
compensates for both the CV and the CV rate.

3.6.3 Flying Qualities Case

Desired dynamics can aso be specified in terms of flying quélity levels. Mil-STD-1797A%
contains the flying quaity specifications for different vehicle classes and misson types. Using this
information, the proper time domain characterigtics corresponding to a desired flying qudity leve
(damping ratio, natura frequency, time congtant) can be selected. These characterigtics can be used to
determine the proper values for the gains and poles locationsin this form of desired dynamics. The
flying qudities desired dynamics, shown in Figure 3.11, can be represented as

: K (s+a)
CVies =———=(CV,,,- CV), 3.35
d Sz +bste ( cmd ) ( )
where b =2z, W, ., ad c= vvﬁ’des - K, for the desired damping Vi and naturdl frequency Wi des.

Both the gain, Ky, and zero location, a, are real constant values.
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X cmd —+’®_> m —» )&des
-4 § +bs+c
X

Figure3.11 Flying Qualities Desired Dynamics block diagram

The closed-1oop trandfer function for the flying qudities dynamicsis given in Equation (3.35).
These dynamics desire to place three closed-1oop poles and to add a single zero to the system.

cV__ Ky (s+a)
CV, ., s3+b32+(c+Kfq)s+Kfqa

(3.36)

cm

3.6.4 Ride Qualities Case

The ride qudities form of desired dynamicsthat can aso be used in DI are given in Equation
(3.37) and represented pictoridly in Figure 3.12.

g K
CV s = —2 CV, - CV 3.37
o = 5 (CVoma = CV) (3:37)
K
Xcmd—+P®_> — 9 —>)8L(1es
—f s+b
X

Figure 3.12 Ride Qualities Desired Dynamics block diagram

The closed-1oop transfer function for this set of desired dynamicsis given below by

cv _ K,
CcV S+bs+K,,

(3.38)

cmd

which desires two placesto closed-loop polesa s, , =- O.5bJ_r0.5q/b2 - 4K i for red congantsb
and K.

For highly augmented airplanes, the control anticipation parameter (CAP) r?lacathe
longitudinal short period requirements, such as damping ratio and natural frequency™. The desired
longitudina dynamics are instead designed by sdlecting adesired damping ratio and CAP vaue.
Equation (3.39) shows how to caculate CAP for a specific load factor n, and naturd frequency.

CAP= nﬁ (3.39)

a
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Theflying qudity levels for various CAP and zsp vaues are shown in Figure 3.13.
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Figure 3.13 Control anticipation parameter requirements for highly augmented vehicle

Once a CAP and a zsp are selected to stisfy a desired flying quality leve, the desired short-
period natura frequency can be caculated from Equation (3.39). The gain and the pole location for the
opent-loop desired dynamics are then backed out from these two specifications, zsp and Wy, sp. For
example, the desired dynamics (see Figure 3.13) correspond to the following:

CAP=0.802
Zsp = 0.8

Using the CAP equation yidlds a desired wy, sp of 1.4s™. The corresponding gain and pole locations are
then found according to Equations (3.40) and (3.41), respectively.

Kq=We =196 (3.40)

-b= -2z, [K,, =-2zoW, ¢, =-2.24 (3.42)
The desired dynamics for this example become

Ve =2 (cv,,-cv). (342)
S+2.24
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3.7 Issues in Dynamic Inversion

The procedure illugtrating the main steps in DI controller design is shown below. Also listed
next to each step are some of the issues that were encountered when first learning and using this design
methodology. Some possible solutions, or options, to each of these issues are listed below the
procedure.

STEPS | SSUES

Does the inverse of the control input
matrix, B or g(x)?, exist?
If 0, isit close to singularity?

1. Sdlect dynamic equation(s) to replace.

2. Select desired dynamics. What form should they take?

What happens when the control law asks
too much of the control effectors?

3. Form the control law.

If a 2-time scale approach is used, how
are the two loops designed?

4. Design DI inner loop(s).

1 111 1

Isthis redly needed?

Wheat type do you use?

If pole placement is used, where are the
outer-loop poles placed?

5. Design outer robustness loop.

Options:

1. If theinverse of the control input matrix does not exist, amultiple time scae method can be
used — such asthe 2-time scale gpproach presented in Section 3.5. A command inverter,
such as those presented in Section 3.4, or ahigher order of feedback linearizationisdso a
posshility.

2. There are no limitations on the form the desired dynamics may take. However, some of the
common forms found in the literature include proportiond, Pi, and flying qudities.

3. If redundant control effectors are available, a control alocation scheme can be designed inan
effort to keep the required control deflections within the congtraints of the actuator.
Adjustment or replacement of the desired dynamics may aso help reduce the control
response.

4. A robust outer loop is required because DI adone does not guarantee robustness. The most
popular robust outer-loop design methodology for DI controllersis msynthess. Althoughin
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the literature LQG is not as well published in regard to DI controllers, LQG has been shown
to be effective, as shown in Section 5.2. LQR is another possibility for robust outer-loop
desgn aswdll.
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4 Simulation

In this chapter, the smulation component buildup is presented for the X-38 reentry vehicle, and
the DI design processis then gpplied to the vehicle model. Simulation results are shown and discussed
for three DI design examplesto give the reader more detail on how the design processis carried out.

4.1 Control Surfaces

The Control Surfaces block (Figure 4.1) is composed of two sub-blocks, the Control Surface
Management Logic sub-block and the Actuator Dynamics sub-block. A conventiond aircraft is usudly
equipped with three control surfaces, namely, arudder, an elevator, and an aleron. But, the X-38 has
only two sets of control surfaces — rudders and elevons. Control Surface Management Logic must
therefore blend three inputs into two inputs so that commands can be fed smoothly into the Actuator
Dynamics sub-block.

,————- Control Surface ————— <
cmd \
d,cmd Control dr
g Surface Actuator dr
de Management Dynamics
d cmd Loglc dELcm dEL
a
. e e e o e e e e e e e e e M 7

Figure4.1 Control Surfaces block diagram

41.1 Definitions (from the X-38 Aerodynamic Design Data Book)

The X-38 vehicle has two sets of control surfaces (see Figure 4.2): apair of eevon control
surfaces, located on the lower rear of the vehicle; and apair of rudders, one at the top of each of the
vertica fins. The postive direction of deflection for the elevon is down (as shown in Figure 4.2), and,
looking from the rear, to the left for the rudders. Both elevons and rudders are dual- function control
surfaces. Each surface is deflected independently to provide the required control authorities.
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N/’

Figure4.2 Control surface deflections

The devon deflections are averaged to give the total eevon angle or eevator angle for pitch control.

(oleL +deR)

The average of the difference gives aleron angles for roll control.

R

Similarly, the rudders deflections are averaged to give tota rudder for yaw control.

dr ()
2

The average of the difference gives speed brake angles for pitch and drag control.

dep = (cky 'ZdrR)

412 Control Surface Limits

4.1.2.1 Deflection position limit
The X-38 control surface deflection limitsarelisted in Table 4.1.
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Table4.1 X-38 Control Surface Deflection Limits

Bodyflap Lower Deflection Limit 0.0°
Bodyflap Upper Deflection Limit 45.0°
Rudder Lower Deflection Limit -25.0°
Rudder Upper Deflection Limit 25.0°

4.1.2.2 Surface actuator rate limits

Though the actud rate limits of the actuators used for the X-38 vehicle are set as afunction of
hinge moment, the congtant vaues shown in Table 4.2 were used for this study.

Table 4.2 X-38 Control Surface Rate Limits

Body Flap Deflection Rate Limit 50 deg/sec

Rudder Deflection Rate Limit 50 deg/sec

4.1.3 Control Actuator Modeling

Control surface actuators are modeed with the following second-order lag for both rudders and
body flaps:

(4.5)

Gacruator(S) =

W
s? + 2ZWp,S +vv%

withw,, = 26 rad/sec and z = 0.707 in both sets of actuators.

414 Control Surface Management

Unlike conventiond aircraft, the X-38 is equipped with only two pairs of control surfaces;
namely, rudders and devons. By commanding the deflections either symmetricaly or asymmetricdly,
these two pairs of surfaces provide the same control effects that conventiona rudders, eevators,
allerons, and speed brakes provide. Currently, the speed brake mode is turned off for our modd.

Three different command signdss, which must be converted into excitation signds for the two
pairs of control surfaces, come from the DI controller. The following flow chart (Figure 4.3) illustrates
the methodology used to blend the control surface movements. Basicdly, this control surface
management logic assgns priority to pitch axis control over the other two axes.
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de = decmd
a=— dELmax -d ecmd

dELD:de‘daa dElede"'da 4

Figure 4.3 Elevon control management logic flow chart

Since optimization of the control surface dlocation is beyond the scope of this sudy, avery
ample surface management logic is developed and employed here. However, thisalocationisan
important aspect of the ultimate design of the flight control system. An important question yet to be
answered is whether the DI design process flows naturaly into this optimization scheme, or whether it
makes optimization more obscure. Figures 4.3 (above) and 4.4 (below) illustrate control surface
management logic for rudders and evons.

Figure 4.4 Rudder control management logic flow chart
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4.2 Sensor Modeling

Asin other aircraft, direct measurement of sdedip angle on the X-38 ishighly uncertain. So,
the Sdedip angle is estimated by combining other measurements. The following equation is one way to
edimate Sdedip angle. Anintegrd form of this equation is used in dmulations for this sudly.

gest Y e

P_p+ L. ]grmeas +&L?f meas , & Yor ;drmeas 46
meas " meas =+ é meas ~ é meas =
Vi VT 2 VIiT7e )

All other parameters are assumed to be measurable. White noise is added to the outputs to mimic
Sensor noise.
4.3 Gust Modeling

Gudt effects, modeled as a disturbance, are dso consdered when evauating the DI controller.

Gudts are added to the body component velocity of the vehicle as shown in the following block diagram
(Figure 4.5). Typica gust inputs are a'so shown in Figure 4.6.

Gust Model Input

Body Component

+
Velocities

Output Velocities

Figure 4.5 Gust modeling

Gust
Gust

Time >

Time

Figure 4.6 Typical gust inputs
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4.4 Comparison Between MACH Controller and TAMU
Design

441 Control Variable Definition

Derivatives of the Sate variablesp, q, and r are used as CVsfor the X-38 DI example. Instead
of specifying p, g, or r, however, MACH specifies the dynamics of the derivative of the CVs. The CV
vector has three components. LCV, MCV, and NCV. Each of these components controls roll, pitch,
and yaw moments, respectively. The variables are defined asfollows:

6LCV ()
CV = é&Mcvu 4.7)
BNCVy
with
LCV = pq (4.8)
a9 Ing g - & _ g0
MCV =g + nz+ COS gcosm- tanb +K50- cosge—+— - 49
LRV (s+1,,)  Vcosb 9 Ps q4 9oV Vo 49

NCV =rg + KbB - \g7cos gsinm (4.10)

In these equations, mrepresents the bank angle about the velocity vector.

Sincethe CVsare no longer states themsalves but are combinations of states, a CV definition
block was added to our Smulink example to “upgrade’ to the MACH-generated controller. Although
differencesin rall axis CVsare minor, they can occur in ether body-axisroll rates with flight path
components or in stability axes. And athough the definitionsin pitch and yaw axes CVsfor the MACH
controller differ from this example, both have a strong angular rate content. Because the first terms on
the right side of each equation dominate, MCV and NCV essentialy become g and r, respectively, in
our example controller.

4.4.2 Desired Dynamics Module

The Desred Dynamics module of the MACH controller is, in form, aPl controller that
is id(lanticd to our Smulink examplein Figure 3.10. It has the same magnitude of bandwidth, Kg, of 5
sec™ aswdl.

443 Dynamic Inversion

The MACH controller starts with the same nonlinear form for the vehicle equations of motion as
outlined in Section 3.2.

%=F(u,x)

o1 (x) 9 (x)u (4.11)
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where x isthevector of sate variablesand u isthe vector of control effectors. Recdling that the
CVsin MACH are functions of the state variables,

CV =CV (x), (4.12)

where CV isthe CV vector defined in Equation (4.7). Then,

C:/—ﬂ )&_ﬂCV ( ) cv

o o g(x)u. (4.13)

So, the DI control law can be obtained as

. -l4 . des N
and _e‘HCVg(X)u € icv (X)u (414)

“E VRV T

4.4.4 Control Effector Priority (Surface Management)

Aswas previoudy explained in Section 3.2, the first bracket in the right side of the DI control
law must be a square matrix so it can beinverted. This mathematica requirement means that the
number of control effectors must equal the number of CVs. Inthe MACH application, the row
icv

Ix
matrix. Thus, three control effectors are required. Since the three CVsin MACH have a strong angular
rate content and the X-38 has three moment-producing controls (differentia €evons, symmetric
elevons, and rudders), the vehicle has an gppropriate number of control effectors for three of the four
flight control modes listed in Table 4.3.

dimengon of —— is 3; therefore, the column dimension of g(x) must be 3 as well to have a square

Table 4.3 MACH V201 Flight Control Modes

Flight - # of # of
Mode Mode Conditions CVs CV Feedback Effectors Effectors
1 ACS OnIy Opar < 2 3 INS: p,q,r, b 3 Ty, Tya T,
5 Blended 2 < Qpar < 3 INS: p,q,r, b, N; 5 Ty Ty, Ty, da,
ACS 30 NAVDAD: a,V, Qoar de
Flaps Opar > 30 INS:p,q,r, N;
3 Only andM< 6 2| NAVDAD: a,V, Ooar 2 da, de
INS: p, g, r, Nz, Ny
4 | Ruaders M >6 3 | NAVDAD (or FADS): 3 da, de, dr
and Haps aV,q
3 Vy bar




Note Ty, Ty, and T, are thereaction control thrusters, and d,, d, and d, are the resulting
effective control surface deflections.

The four flight control modes presented in Table 4.3 fit two different Stuations (for the MACH
controller) asfollows:

1. Thenumber of controlled variables equals the number of available control effectors (modes
1, 3, and 4).

2. Thenumber of controlled variablesis less than the number of available control effectors
(mode 2).

In mode 3, there are only two available control effectors; the rudders are fixed. Consequently,
the number of controlled variables is greater than the number of available control effectors. To
overcome this problem (having more unknowns than equations), the number of controlled variabdlesis
reduced to two by combining roll and yaw signads. Then, the DI cortrol law can be obtained.

When redundant actuators exist (mode 2), a unique solution for the actuator commands can be
found by effectively reducing the number of avallable controls. MACH applies aweghted and biased
pseudo-inverse solution. Details of this gpproach are spelled out in the literature™.

The MACH controller dso incorporates an agorithm called sum that dedls with al possble
combinations of the number of unknowns and the number of equations described in this section. The
sum dgorithm is described in detall in Appendix A of Reference 10.

4.4.5 Least-Squares Aerodynamic Model

The Smulink-based DI control examples presented in the following sections use time-invariant
coefficients. Unfortunately, aerodynamic coefficients vary over timefor al practica gpplications. Al
coefficientsin the DI controller must therefore be updated to account for flight conditions in which the
vehicleis operating, and how these conditions change the aerodynamic coefficients. However, it isnot
practica to carry al aerodynamic dataa every individud point throughout the entire flight envelope.
For purposes of making appropriate updates, |east- squares curve-fitting functions are gpplied to the
aerodynamic dataa priori. This curve-fitting function is also carried on board the aircraft to generate
the required coefficient updates. The six aerodynamic coefficients used in V132 MACH modding are
functions of the following variables:

Longituding: Ci =K (a)%q +K, (a)de +Kz(a), i=D,L,m

Laed:  C; =Ky (a)b +Ksg (a)%p+K6 (a)%r +K7 (a)dy +Kg (a)d,, i=Y,I,n

All Ksare afunction of a only, and the Mach number isheld congtant at 0.6 in the described MACH
controller.

When the same sat of coefficientsis gpplied to V201 in the TAMU example controller, the
least- squares curve fitting is modified to be nonlinear both in a and in the Mach number for longituding
and laterd/directiond coefficients.

Laterd/directiond derivatives are formed using an elevon trim angle setting, de, based on alinear
relationship of a for longitudind trim over the Mach range.
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Longitudind: Ck =Cc(aM)+Cy, (a,M)%+dee (a,M)de, k=D,L,m
. A pb rb
Laterd:  Cy =Cy, (a,M.dg )b+Cy | (a,M,de)W+Ckr (a,M,de)N
+c:kda(a,M,de)da+ckdr (a,M,dg ) d; , k=Y,I,n
with  dg =m(M)a+b(M)

4.4.6 Outer Loops

4.4.6.1 Bank angle outer loop

Block diagrams of the bank angle outer loop used in the Smulink example and MACH
controllers are shown in Figure 4.7.

¢ and p™d  emd Lcv | Leve™
Ky _’Command > >®—> by —» Command ——p
- Inverter i Limit
f T v
Simulink Example MACH

Figure4.7 Comparison of roll angle outer loop structure

Obvioudy, both controllers have the same structure. Also, the outer-loop gains, K¢ and by, are
both normally set to 1 sec™ before they are tuned to achieve desired performance.

The 89S Sgnd is passed through LCV Commiand Limit block for the MACH controller. This
limiter conggts of

an absolute command limit based on JSC specificaions,

acommand limit that prevents uncontrollable inertid coupling into the pitch axis,
acommand limit that prevents uncontrollable inertid coupling into the yaw axis, and

an absolute command minimum that allows some commands to get through if the inertid
coupling limits go to zero.

poONPE

More details of the Command Limit block in the MACH controller can be found on pages4 and 5 of
Reference 10.

4.4.6.2 Angle-of-attack outer loop

The dpha outer loops for the Smulink example and the MACH controller so have essatidly
the same structure (Figure 4.8). Both have unity feedback gain (K, = b, = 1). Once again, dight
differencesin the two controllers come from definitions in the command variables (MCV * ().
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cmd cmd cmd
acmd q a MCV
Ka {pCommand, ba —»(%}—»(%}—»
Inverter
- - + -
a . . a a’
Simulink Example MACH

Figure 4.8 Comparison of angle-of-attack outer loop structure

Findly, in terms of outer-loop Structure, neither controller contains an outer loop that will control
yaw angle.

447 Comparison of Aircraft Models
The following nonlinear mode™ is used for the MACH controller:
i B Iz &= 15 +15 +1yy 1 +ly7pQ - 15,08
lyy §=mg +mg - Ly D2+ Ly P - Lyl + 1y 12
- lyz B+ I, &= g + 05 + 14, pA- 1y,0r - 1y, pQ

:%( Dcosb +Y sinb+T cosbcosa)- gsin g

&= —gDsin bcosm+Ycosmcosb+Lsinm+T (sin msina - cosmsinb cos a)g
mVcosg

&= mlv_é Dsinbsinm- Ysinmcosb +Lcosm+T (cos msina +sinmsinbcosa)g- gcosg

_ pcosa +rsina . 1

@ gDsinbcosmtan g+Ytangcosmcosb +L(tanb +tangsinm)
cosb mV
+T (sinatangsinm+ sinatanb - cosatan gcosmsinb - L gc\(;smtanb
&=q- tanb(pcosa +rsina)- ;(L +T sina) ,geosgeosm
mVcosb Vcosb
Bt=-r cosa +psina +L(Dsinb +Ycosb - Tsinbcosa) ,gcosgsinm
mV V
%=Vcosgcos ¢
i&=Vcosgsinc
K=Vsin g
with
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I =gSbC;
m$ =qSbC,
ng =qShC,

448 Sensor Processing

The MACH controller assumes full-state feedback. However, since the air data system for the
X-38 vehicle does not provide information regarding Sdedip angle b, this angle must be estimated.
Figure 4.9 shows the block diagram of the sdedip estimation block in the MACH corttroller.

b l&model 1 b
par I
.q > Estimation
! > Onboard Gain
V,a Model H
> b X
dn do dr > -*

n lerometer m I
ny accelerometer y accelerometer mode

Figure 4.9 Sidedlip Estimation block diagram (MACH controller)

45 X-38 Mathematical Model

45.1 Overview and Vehicle Parameters

X-38 vehicle coefficients were extracted from the output of amodified version of the SES™®.
The subroutine X35 AERO_DERIV S caculates aerodynamics coefficients periodicaly dong the
vehicle trgectory at user-specified sampling intervas.  Since this subroutine does not provide trimmed
vaues of coefficients, for this study atrim routine was not added to the program. The coefficients used
in the Imulation are ingtead taken from untrimmed flight condiitions.

Table 4.4 shows some of the parameters of the X-38 V201 vehicle used during the SES
smulation aswell asthe DI controller smulation that will be described in the next section.
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Table 4.4. Mass Properties and Geometry for the X-38

Parameter Value Units

Weight 17578 | Ibs
x-axisinertia, I 8090 dugsfft?
y-axisinatia, I, 25900 | dugdfft’
z-axisinetia, |, 29200 | dugdit?
x-z product of inertia, I, 1300 Jugdift®
Reference area, S 260 ft*
Reference span, b 27.5 ft
Reference cord, © 10.8 ft

452 X-38 Equations of Motion
Thefollowing nonlinear st of equationsis used and integrated in the Smulation:

g=L,b +L,p+L,r +L,da+L,dr
&=N,b +N_p+N,r+Ngda+N,dr
&=M,a +M,q+M,de
l§‘:Y—bb +£p +ae(_f- 1%— + 9+ +Y¢dr
VT VT g T !3 VT VT
f&= p + (sinf )tanq )q + (cosf Jtanq )r
= (cosf ) - (sinf )r
y&= (sinf )(secq)q + (cosf )(secq )r
V=XV, + X,a - g(cosgh + X de

. Z e
Vr Vi Vs Vig Vs
@:M(Cosf - 1)
VT
I‘?‘:VT sing (4.15)

4.6 Design Example 1

This section shows the smulation results obtained using the DI controller developed in Sections

3.4, 35, 4.1, and 4.2 of this document for the X-38 vehicle. The structure of the smulation, as shown
inFgure 35, isbuilt up inaMATLAB/Smulink environment. A totd of ten different Smulation casesis
presented for three different flight conditions. The objective of this smulation exerciseisto illudrae the
characteristics of the DI controller as gpplied to the X-38 lifting-body reentry vehicle with its rather

large flight envelope.
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46.1 Flight Conditions

Three flight conditions aong the nomind trgectory of the X-38 are selected and used asinitid
conditions of the smulations to evauate the performance of the designed controller. Those flight
conditions are selected to represent three different regimes of the flight envelope — supersonic, transonic,
and subsonic. Table 4.5 summarizes the fight conditions evauated. Since the SES does not provide
trimmed values of the vehicle aerodynamic coefficients, pitch, roll, and yaw coefficients are nonzero
vaues.

Table 4.5 Summary of Evaluated Flight Conditions

Ho(kft) | Myo | @, (psf) | @a0(®) | bo(®) | fo(®) | po(°/sec) | qo(°/sec) | ro(°/sec)

76.2 238 | 276.9 26.9 | -5.6"10° | 1.61 0.64 0.13 0.34

46.4 1.05 | 2219 163 | -1.3710% | -1.68 | -5.2°10° | -5.8° 10% | -0.12

O |>

20.3 063 | 267.9 119 | 1.6 102 | 0.0 | 1.0 102 -0.43 | 5.9 10?2

46.2 Simulation Run Matrix

Ten runs were made to demondtrate the characterigtics of the DI controller. This set of
smulaionsis summarized in Table 4.6. The test matrix congsts of three subsets of test objectives. The
fird set, Runs 1 through 4, shows the vehicle responses during typical maneuvers performed in each
portion of the flight envelope using the nomina set of aerodynamics coefficients. The second set, Runs
5 through 9, shows how uncertainties in aerodynamic coefficients affect the performance of the DI
controller. Findly, Run 10 shows the effectiveness of the controller in coping with aside gust (i.e,
acting essentidly in the xy-plane of the vehicle), an outside disturbance for this mathematica moddl.

Table4.6 Simulation Run Matrix

Run No. | Flight Cond. Input Remarks
1 A -5° a-Step, 25° f -Snglet Nomina Case
2 B -0.05°/sec a-Ramp,7.5°f -Singlet | Nominal Case
3 C 7.5° f -Singlet Nomina Case
4 A 7.5° f -Snglet Nomind Casewith K; = 0.4
5 A 10° a-Singlet, 10° f -Singlet Nomina Case
6 A 10° a-Singlet, 10° f -Singlet 30% Aero Uncertanty*
7 A 10° a-Singlet, 10° f -Singlet 50% Aero Uncertanty*
8 A 10° a-Snglet, 10° f -Singlet 60% Aero Uncertainty*
9 A 10° a-Singlet, 10° f -Singlet 60% Aero Uncertainty*, K=0.4
10 C Side Force Gugt (50 ft/sec max) Side Force Gust

*See Table 4.7 for complete definition.
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Table 4.7 Aerodynamic Uncertainty Matrix

DL, | DL, | DL, | DLy | DLy | DM | DM | DMg4 | DN | DN | DN; | DNga | DNg
a a q b D r
0%|+3|-3|+3]| -3 +3]| -3 | +3 -3 | +3| -3 | +3 -.3 +.3
50%|+5| -5|+5| -5 +5]| -5 | +5 -5 1 +5| -5]+5 -5 +.5
60%| +6| -6 | +6| -6 | +6 | -6 | +.6 -6 | +6 | -6 | +.6 -.6 +.6
4.6.3 Nominal Performance
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Figure4.10 Simulation Run 1, supersonic flight (My = 2.38)
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Run 1 (Figure 4.10) is the nomina case for supersonic flight conditions. A rather aggressve
gep input of —5° in a-command and a 25° Snglet input in f -command were used as command
excitations. Both inputs were engaged at 1 second, and the duration of the singlet was st for 9
seconds. Despite the aggressive commands, the vehicle behaved very well both longitudingly and
laterdly/directiondly, with little overshoot about any axis. Also, no actuator saturation occurred with
ether rudders or evons throughout the smulation.
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Figure4.11 Simulation Run 2, transonic flight

Run 2 (Figure 4.11) demondirates nomind transonic performance. Thistime aramp of only —
0.05 deg/sec for a and a7.5° dnglet for f were used as command inputs. Despite the fact that the
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controller was unchanged from the previous case, the vehicle again responded very well and no
actuators saturated.
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Figure4.12 Simulation Run 3, subsonic flight, original unity outer loop gain

Run 3 (Figure 4.12) illugtrates performance of the DI controller in subsonic flight. a
was commeanded to maintain itsinitid value whilef was commanded to follow a7.5° snglet. The
controller functioned well until about 10 seconds into the smulation, when elevon saturation occurred
and the performance degraded rapidly especidly intheroll axis. Theroll axis degraded more than the
pitch axis because, as explained previoudy, the control surface management logic puts priority on the
pitch axis over therall axis. Thereislittle augmented damping in roll during the evon saturation period.
To overcome this deficiency, the gain of the bank angle outer loop was reduced from 1 to 0.4, and the
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smulation was repeated using the same inputs. Output from this modified controller is shown in Figure
4.13 (Run 4). Although the devons ill saturate, the overdl performance isimproved over the unity
feedback gain case.

11.9255 I 3
— Alpha
11.9254 J\ —— Alpha-C [T 2 Ny
11.9253 v 1 ;/ I
A 11.9252 Beta, (ded)
Q( 10-4 10 20 30 0 10 20 30
10 0.01 A
5 1V
0 -0.01 YV
q (cb_g/‘ec) r (d@@@g‘)
0 10 20 30 0 10 20 30
10 T 0.5 \,\/\_\\
— Phi
\ = :
0 Y
Phi (dg
(@49) Rudders{des)
0 10 20 0 4 10 20 30
x 10
10 3
5 2
J
p (deglsec) Altitgde (ft)
0 10 20 30 0 10 20 30
50 30
3007 10 [
20 0
Left ElIevon (ded)0 20 0 R ght Blevon (de&? 20 30
Time (sec) Time (sec)

Figure 4.13 Simulation Run 4, subsonic flight, outer loop gain = 0.4

One point of emphass Although DI advocates usualy assert no gain scheduling is needed
because of DI’s“globd linearization” sructure, in redity gain adjusments are dlill required whenever
commands are large enough to saturate actuators. DI performs poorly during actuator saturation
because only the aircraft dynamics are inverted and actuator dynamics are smply left out of the
contraller formulation (at leest in thisimplementation). In other words, some optimization scheme that



recognizes actuator congtraints is needed to overcome saturation problems. This drawback has more to
do with the control surface alocation scheme than it does with the DI design itsdf. However, thisresult
clearly suggests that the control alocation issue needs to be attacked by treating actuators as nonlinear
elements and including them in the DI process. This effort will be handled in afuture sudy.

46.4 Uncertainties in Aerodynamic Coefficients

The next issue to be discussed is uncertainty in aerodynamic coefficients. Out of the many
parameters used in the smulation, 13 mgor aerodynamic coefficients were sdected; they are presented
in Table 4.5. The uncertainties are represented as algebraic additions to each parameter, and the
magnitude of the uncertainties is set to three different percentages. 30, 50, and 60. The signs of these
uncertainties, either an addition or a subtraction to/from the nomind vaues, are randomly chosen and
aredso shownin Table 4.7.

This set of smulaions conggts of five runs, one run for each nominal case aswell as 30% and
50% uncertainty cases and two runs for the 60% case. The same st of flight conditions (A in Table
4.6) isused for dl fiveruns. The same set of command inputs, 10° singlet commandsfor both a and f,
is aso gpplied for each run.

The controller used for Runs 5 thorough 8 is the same controller that is used for Runs 1
thorough 3. The controller used for Run 4 has the same structure, but the gain of its outer f -loop is
reduced from 1 to 0.4. This modified controller dso is used for Run 9.

Run 5 (Figure 4.14) isthe nomind case. The vehicle responded well to the commanded inputs
and no actuator saturation took place.

Run 6 (Figure 4.15) is the 30% uncertainty case. Despite the right elevon saturation a
2 secondsinto the smulation, the vehicle sill behaved well.

Run 7 (Figure 4.16) isthe 50% uncertainty case. The divergence from the nomind caseis
obvious. Overshoots are large, especidly during the period when the elevon saturation occurs. The
bank angle excursion is dso large because of pitch axis priority in the control surface management
scheme. Thelack of roll control authority under these conditions is underscored in this Smulation.

Next, uncertainty isincreased to 60% in Run 8 (Figure 4.17). The vehicle obvioudy diverges
from the nomind trgectory, probably catastrophicaly.

From the 50% uncertainty case results, as well as by looking &t the right devon time higtory in
this casg, it is clear that elevon saturation, coupled with the priority for pitch axis control, causes|oss of
control. A quick (though not necessarily optimal) solution to this problemis, asin the previous case,

reduction in outer f -loop gain. This gpproach is examined in the next smulation run (Figure 4.18).
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Figure4.14 Simulation Run 5, supersonic flight (My = 2.38)
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Figure4.15 Simulation Run 6, supersonic flight (My = 2.38), 30% uncertainties
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Figure4.16 Simulation Run 7, supersonic flight (My = 2.38), 50% uncertainties

By using the controller from Run 4 with the outer f -loop gain reduced from 1.0 to 0.4,
smulation Run 8 was repeated as Run 9. With this change in gain, the vehicle readily recovers from the
upset, which suggests that gain modifications are effective in dleviaing actuator saturation. Certainly the
complexity of the controller increases as the number of gain dterationsincreases. Thereis, therefore, a
tradeoff that designers have to consider between controller complexity and performance of the

controller for the best controller design.
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Figure4.17 Simulation Run 8, supersonic flight (My = 2.38), 60% uncertainties
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Figure 4.18 Simulation Run 9, supersonic flight (My = 2.38), 60% uncertainties,
outer F -loop gain =04

4.6.5 External Disturbances Effect: Side Gust

Thefina smulation exampleis an externd disturbance case. We choseasdegus asa
representative case of such disturbances and their effect on DI controllers.  The gust input shown in the
upper left corner in Figure 4.19, Run 10, was added to the body y-axis velocity of the vehicle. The gust
reaches up to 50 ft/sec, and the overdl duration of the gust is4 seconds. The flight condition used isthe
subsonic case (My = 0.63), Hight Condition C, shown in the Table 4.6.
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The sde gust disturbance input produces a maximum sidedip angle of about 1°. Also, bank
angleis excited up to about 12° because of yaw-roll coupling. Bank angle did damp out rapidly (after
goproximatdy 1 cyde), and the Sdedip angle became essentidly negligible roughly 10 seconds after the
gust was introduced. Overdl, this DI controller worked well for rgecting externd disturbances.
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Figure4.19 Simulation Run 10, subsonic flight (My = 0.63),

external disturbance: side gust
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4.7 Design Example 2

471 Introduction

Even in ingtances where the control input matrix g(x) shown in Equation (3.4) isinvertible,
problemswill ariseif the matrix is very smdl in magnitude, indicating reduced control effectivenesson
the state dynamics. Should this occur, the control becomes unbounded, causing actuator saturation.

For example, a control ineffectiveness problem istypicaly encountered in the inverson of angle-of-
attack dynamics because the vehicle slongitudina control surface haslittle effect on the angle-of- attack
rate. A 2-time scale method has been developed and applied in previous research to bypassthis
problem.*”*®  In our method, the control surface is used to gererate the pitch rate dynamics, &,
directly. The resulting pitch rate is then used to control #&. Figure 4.20 illustrates this gpproach in which
two DI loops are present: afast inner-loop inversion for rotationd rate variables, such as g, and adow
outer-loop inverson for rotationd variables, such asa.

Acmd Gemd de,cmd a
Pant and >
\ Slovy ) Fast > Actuat_or
Inversor Inverdor Dynamics » q

Fig

Equation (4.16) shows the pitch rate command generated by the dow outer-loop inversion, and
Equation (4.17) shows the e evon command generated by the fast inner-loop inversion, required to
produce the desired angle-of-attack response. It should be noted that both control laws require angle-
of-attack and pitch rate feedback, which is full-state feedback for the short period approximation.

7 ..

Qemg = ?l‘-'-_qg ? es ~ _aag (416)
e Uo g e o @

de,cmd =M de1 (dﬁ% - Maa -M qq) (417)

The control laws shown above are used to invert the inherent pitch rate dynamics and the angle-of-
attack dynamics, respectively. The proposed forms of desired dynamics developed in Section 3.6 are
applied separately to each of the short- period state dynamics before they are evaluated in terms of

Time domain performance,

Stability robustness and performance robustness,
Effect on motion sickness,

Quadratic cost function, and

Passenger ride comfort index.
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4.7.2 Time Domain Desigh Requirements

The time domain performance specifications used to eva uate vehicle response are short-period
damping ratio and natura frequency. The requirements for the X-38 vehicle are selected from Mil-
STD-1797A™ to satisfy Leve 1 flying qualities for aClass 11 vehide during a Category B flight phase.
These Leve 1 standards bound the short-period damping ratio and natura frequency as follows:

0.30£z£ 2.0 (4.18)
0.7s'£w, £13s! (4.19)

The time domain response requirements for a step input are shown pictorialy in Figure 4.21. These
requirements satisfy Leved 1 flying qudities for the vehicle.

g Amplitude
§ Command K1 | K2 | K3 | K4
2 Alphato 2.0° 063 | 0.9 11 1.2
§ Roll to 10° for 0.63 | 0.9 11 1.2
B Mach < 1.0
E Roll to 10° for 063 [09 |11 |12
S Mach = 1.0
0 Tl T2 T3 T4 T5 TG
Time (seconds)
Time
Command T1 T2 T3 T4 T5 T6

Alphato 2.0° 1.0 3.0 |13.0 45 | 45 | 6.0

Rall to 10° for 05 | 125 || 20 30 | 40 45

Mach < 1.0

Rall to 10° for 075 | 35 ||525 | 60 |525 | 10.0

Mach=1.0

Figure4.21 Time domain performance specifications
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Two numeric indices are aso used to evaluate the responses of each controller. A quadratic
cost function, J, (shown in Equation (4.20)) is used to evduate the magnitude of each controller
response in terms of the four longitudina states and the eevon input.

J=x"Qx+Uu'Ru (4.20)

It was desired to weight angle- of-attack more heavily than pitch rate because angle- of-attack is the
variable being controlled. Since the behavior of the phugoid mode is less important, the velocity and
pitch attitude states are weighted less than the short period states. Therefore, the weighting metrices

ussdare Q=diag(.1 10 1 .1) and R =1. A passenger ride comfort index, shown in Equetion
(4.21), was a so used to evauate the responses.

C=21+17.73, (4.21)

The RMS vertical acceleration, 3, , is a, = U & U, cos(a,)q+gsin(q,)q inwhich vertica

accel eration subscripts denote trim values. Lower comfort indices indicate increased passenger ride
comfort.

4.7.3 Controller Design

The proportiond, PI, and flying qudities dynamics desired are selected to satisfy Equations
(4.18) and (4.19). Theride qualities dynamics were selected to satisfy the desired CAP and damping
ratio values shown in Figure 3.13. Table 4.8 summarizes the desired dynamics salected for these
controllers. Each set of dynamics acts on the error between CV command and its feedback term. The
robust outer loop was designed via pole placement through the use of MATLAB' s place command.
This outer loop conggts of full-state feedback that is operated on by a matrix of gain values. The poles
were placed according to the desired closed-1oop pole locations.

Table 4.8 Desired Dynamics Selection

: : Angle-of-Attack Case
Desired Dynamics Slow inversion Fast Inversion
Proportional 0.8 1.3
| 6&cv_ - cvd oy cyvd
Proportional &2 P &2 oz
6.25 2
Integral (Ve = V) | 42 (CVemy - V)
. - 1.4(s+0.8) 15(s+038)
Hying Qualities < +2.245+1.96 & +2245+1.96
1.96 7
Ride Qudities s+3 s+4




4.7.4 Time Domain Analysis

Time higtories for the inverted angle- of-attack dynamics are shown in Figure 4.22. The P
dynamics respond very fagt, causing alarge actuator rateinitialy. Although the flying qualities dynamics
dightly violate the angle-of-attack time domain congtraints, the other forms of dynamics stay within the
time-domain specifications. 1t should be noted that al responses satisfy the actuator position and rate
congraints. Of the various desired dynamics, the proportiona form results in the lowest cost and lowest
comfort index for an angle-of-attack DI controller. The resulting costs and comfort indices of these
responses are shown in Table 4.9.
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Figure4.22 Time historiesfor theinverted a dynamics

Table 4.9 Cost and Passenger Comfort I ndex

Desired Dynamics Cost Comfort Index
Proportional 130.4 2.56
Proportiond Integral 172.0 2.60
Hying Qualities 142.4 2.58
Ride Quadlities 139.7 2.61
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4.7.5 Frequency Domain Analysis

Robustnessis akey dement in the reentry vehicle flight control syslem design because of the
broad flight envelope in which these vehicles must operate. The robustness technique that is used to
andyze controllers developed in this work is adapted from current research in robustness methods for
the X-38 vehide®. A sgma-Bode plot of the loop gain singular values is used to evauate robustness
over arange of input frequencies. Further explanation of the sgma-Bode plot can be found in Section
4.8.2. The performance and robustness criteria used to evaluate the controllersin this section are

Zero steady-state error.

Attenuation of low-frequency disturbances by afactor of 0.1.

Linear model accuracy to within 10% of actud plant for frequencies up to 2 rad/sec and growth
without bound at 20 dB/decade thereafter.

To satisfy these requirements, illustrated in Figure 4.23, the Sngular values of the loop gain mudt lie
outsde of the performance requirement and stability requirement areas for al frequencies.

204
150 _é
3 =
. S
100 Moation o e
g Sickness 22
= 35
g W Range 237
£ <
m Y
: Performance e
Robustness
-50 Requirement
=100

“ T PR B . i+ TR Y Tt - “— el i ’: ! e T B
1o 10° 1w’ 10 10' 10
Frequenoy (red/sec)

Figure 4.23 Robustness constraints

An additiond requirement on signa attenuation can be added to the sngular vaue plot of Figure
4.23. For thisexample, attenuate the signals between 0.6 rad/sec to 1.6 rad/sec in order to aleviate the
passenger motion sickness that can occur at this frequency range™®. Since the singular values of amatrix
represent the relative size of amode, attenuate the sngular vaue response within this frequency range.
The singular vaue response within this range should be continuoudy decreasing. Any amplification
within it would increase the passengers motion sickness.

The dgma-Bode plots for these cases are shown in Figure 4.24. Both the proportiona and the
Pl desired dynamics violate the stability robustness requirement above 20 rad/sec. These dynamics aso
violate the attenuation requirement toward the higher end of the frequency range. Figure 4.24 clearly
indicates thet flying qudities compensation and ride quality compensation are sufficient for arobust
angle-of-attack DI controller because they satisfy stability robustness, performance robustness, and the
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motion sickness condraint. Table 4.10 summarizes the results of each set of desired dynamicsin terms
of satisfying time domain and frequency domain requirements.

200 ———— ——— e ——— g —— g
B Prop :
150 | b Pl : .
P FQ
RQ
100 .

O -
Singulan Values (dB)

50 f 4

-100 N e s e e e NS N NS
10° 10 10™ 10°

Frequency (rad/sec)

Figure 4.24 Sigma-Bode of closed-loop system

Table 4.10 Summary of Compliance with Design Specifications

Desired Dynamics Step Contral Robustness Motion
Response Responses Congtraints Sickness

Proportional 3 3 5 5

Pl 3 3 5 5

Flying Qudities 5 3 3 3

Ride Qudities 3 3 3 3

4.8 Design Example 3

481 Introduction

A systematic way to synthesize and anayze the robustness of a DI-based controller
in a graightforward manner must be found o that engineering intuition can be easily applied throughout
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the design process. The approach presented in this study uses L QG techniques™ to synthesize the
outer-loop controller. This gpproach isardatively easy-to-use design method for multivariable control
design. It isaloop-shaping tool in the frequency domain that gives robustness to the systen?® .
Desired dynamics are given by a dynamic compensator that shapesthe loop. Selected dynamics are
based on performance and stability robustness requirements. These requirements are sraightforwardly
formulated during synthesis of the controller as frequency-dependent singular value bounds (Figure
4.25).

+ ﬁ&md X-38 Model
f oma "<¥>—’ LQG —>+ »f
_ + Controller Actuators
> —+ )

b
cmd & Inversion
- d

Figure4.25 X-38 lateral -directional control system

4.8.2 Design Requirements

The controller design procedure is iterative and centers on designing a controller that will stisfy
aset of specifications. Specifications are usudly stated in both time and frequency domains. A time
domain requirement for the X-38 lateral-directiona system is defined by the time histories of a 10° bank
angle response after astep input?®. The boundaries of this requirement are depicted in Figure 4.21.
Two different Mach-number-dependent requirements are specified in the time domain. Clearly,
requirements for the subsonic regime are much tighter than for supersonic flight conditions. According
to the requirements®, no sidedlip angle congtraint is spelled out for latera-directiona vehicle control.
Neverthdess, there should be as smal a sdedip perturbation as possble to maintain a coordinated turn
a dl times. The DI inner-loop controller cancels the existing system dynamics and replaces them with
designer-specified responses. Since desired outputs are often decoupled about each axis, off-diagond
coupling effects are typicaly minimd for agood DI controller.

Next, frequency domain specifications are meant to ensure performance and stability
robustness. Both of these requirements are expressed using singular values. Singular vaue isa suitable
choice to express the magnitude of matrix functions because it generdizes known SISO statements and
congraints of the design problem to MIMO cases. In generd, asingular vaue is thought of as the Bode
magnitude plot for an SISO case, but singular vaues extend the concept to aMIMO system aswell.
Therefore, MIMO design is carried out using classical control design concepts that dign with
enginering intuition.

To achieve an adequate response, the gain in the low-frequency region must firgt be high enough
to give aquick response to the input while the dope of the singular values must be steeper than —20
dB/decade to reduce the steady-tate error. Further, we assumeit isdesirable to have at least 0.1
rad/sec of crossover frequency to obtain a good closed-loop transient response. These requirements
are integrated to form the sngular vaue bounds in the low-frequency region. This low-frequency
“trgpezoid” is sketched in Figure 4.26.
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Figure4.26 Freguency domain requirements

At high frequencies, singular values are bounded by the unmodeled dynamics associated with
high-frequency modds such asflexible and vibrationa models. These high-frequency models are often
neglected when the plant modd is being developed; the vehicle is often treated as arigid body. Asa
result, there is a difference between the assumed mathematical plant, G q and the actud plant, G G[i\

This difference is defined and described as mode uncertainty””. Here, an unmodeled dynamics mode,
suggested by Stevens and Lewis?’, isused. This uncertainty modd assumes the rigid body modd is
accurate to within 10% and up to afrequency of 2 rad/sec, after which the uncertainty grows at arate
of 20 dB/decade. This uncertainty mode is expressed in the following transfer function and is used to
model the uncertainties of the X-38 vehicle a high frequencies

mbg S+2 (4.22)

20

We assume mid ( to be bounded with uncertai nty in the X-38 vehide transfer function. Multiplicative
uncertainty is expressed in terms of an assumed plant modd and the actud plant by

G + MBVEEIB(, (4.23)

where the unknown discrepancy satisfies a known bound.

59



5 G Bv IR mid( (4.24)

Under this assumption, for stability robustness with modeling errors, the loop gain referred to the output
should satisfy:

(4.25)

when ]/mgt< 1. Here, K represents the compensator. This uncertainty bound, which is obtained
from the unmodeed dynamics, is gpplied in the high-frequency region. Findly, the complete frequency
domain bounds are shown in Figure 4.26 (previous page).

4.8.3 Lateral-Directional Dynamic Inversion Controller

Lateral-directiona DI control equations were developed previoudy in Section 3.2.2. The
fallowing form, which is provided in Equation (3.12), is used for this example:

. o épu’ U
glai™ _el,, L,u'Tegn”™ éL, . Ly
U SRR S A o
! gl

48.4 Dynamic Inversion Inner-Loop Controller

The laterd-directiona DI controller, together with the X-38 mode and control surface blocks,
formsthe DI inner-loop augmented system. This augmented inner loop is

X =A, X, +B.u,, (4.27)
where the inner-loop state vector, X, , is
x,=[b p r f d& da d& dr] (4.28)
and the inner-loop contral vector, u, , is
ég=u

UL =€ e U- (4.29)
L

The gtate matrix, A, , and the control distribution matrix, B, for transonic flight (Table 4.5, Case B)
are expressed numericaly asfollows:
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& 3le+l -23e-1 25e-1 0
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1

We assume measurements are limited to bank angle, f , and to Sdedip angle, b. Therefore, the

following output equation results ares

15e- 2 §
u
93
15 0
u
0 y
o u
u
0 q
a
G
0 ¢
(4.30)

The block diagram representation of this DI inner-loop is shown in Figure 4.27. In addition, the sngular
vaues of the inner-loop versus frequency are plotted in Figure 4.28.

DI Inner Loop

da

da

| Dynamic
1 -
& : ) Inversion

dr

Control
Surfaces )

—>

X-38
Model

» Y

f

cmd

dr

b meas

meas . meas

P

Figure4.27 Dynamic Inversion Control Inner-Loop block diagram
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Figure4.28 Singular values of the dynamic inversion inner-loop system

4.8.5 Augmented System

Since DI done does not achieve the desired specifications, Sability robustness requirements at
high frequencies are not met. Integrators are added to each control channel to correct this deficiency.
The X-38 plant, actuators, and DI controller are augmented to form the fallowing sysem:

Kgug = Aaugxaug + Bauguaug (431)
where
Xag=[b p r f d& da d& dr ¢ e, (4.32)
and
ol
Upig =€ (4.33)
L
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In Equation (4.32), e, and e, are augmented states because of the addition of the integratorsin the

bank angle and the sidedip channdls, respectively. The augmented matrices, Aayg and Bayg, are
obtained by performing the following manipulations:

éA B, u
aug_e IL |L‘:J md B —
60 0y

aug

0
(4.34)

e ey e

D> D

2

The corresponding singular value plot for this augmented system is shown in Figure 4.29. It suggests
that the nomina design has now been reshgped to meet the specified frequency domain requirements.
But we ill have not tailored the outer loop for robustness, and we have not dedlt with the LOR-LQG
observer issue.
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Figure4.29 Augmented system singular values

4.8.6 Observer Design

The objective of this step isto create afast dynamics observer that can be used with a regulator
to form an LQG controller that will satisfy both performance and stability robustness requirements. The
form of the observer isa Kaman filter designed for the augmented system of the previous section. The
following weighting matrices were sdlected, by tria and error, so that the singular vaues of the resulting
Kalmen filter open-loop gain, CF (s)L , satisfy the singular value frequency domain reguirements:
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Q=diag(l, L 1, 1 1 1 1 1 1 10° 1" 10°)and R =0.005l,
where F (s)=(sl - A)*.
The resulting Kamen filter gain is given by

& 51le-1 26e+1 87e-1 1l6e+l 14e+l 19 2.6 -8.3e-1 lde+l 5.le-1y

-

L =g
€16e+1 -16e+1l - 25e+1 -5le-1 14e+3 69e+l -3.2e+2 18 5le-1 -14e+1Y

and the corresponding Kaman filter poles are

§=-184+184, - 184+185,- 14.1+0.72,- 0.86 £ 0.50, - 0.87 +0.49.

4.8.7 Regulator Design

A regulator is designed next, assuming full-state feedback. The resulting regulator is combined
with the Kaman filter from the previous step to form an LQG controller for the sysem. Theregulator is
based on LQR methodology, and the following weighting matrices are sdected for the LOR gain
caculations so that the corresponding LQG singular vaue plot (Figure 4.30) satidfies the sngular-vaue
frequency domain requirements.

O=dag(11,1111111" 10°1 10®) ad R =1,
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Figure4.30 Singular values of the LQG regulator
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The resulting regulaor gain is asfollows.

_é-1le-1 82 12 30e-3 38-2 14  39%-2 14 10e+4 17e- 43 4.35)
& 4le-2 12 35e+l -1lle-1 -43e-3 -2le-1 -42-2 -15 17e- 4 10e+4y

For the LQG singular vaue plat, the complete dynamics are given by the following augmented system:

e _ A - BK @@<f}+‘§03e
& &0 é)A(u- LC- BKERH & LY 30)
y=1|C Ofa.q

©

with transfer function CF (s)BKF | (s)L . Thesingular values are plotted in Figure 4.30. The singular
vaues of the resulting system clearly meet frequency domain specifications at dl frequencies of interest.

4.8.8 Time Domain Analysis

Once the controller is designed to meet the frequency domain specification, its performance
must be tested in the time domain againgt the time-domain specification (Figure 4.21). Figure 4.31
shows the response to a 10° bank angle step input to the system as defined in Equation (4.36). The
bank angle response is within the design envelope while the Sdedip angleis negligible. Also, both
control surfaces are rlaivey inactive, and both displacement and rate are within the limits for each
surface. The controller design, therefore, satisfies time-domain specifications at this sage.

4.8.9 Gain Scheduling Issues

As previoudy discussed, the main advantage over classcal methods for the DI design
methodology isthe little need associated with the DI design methodology to schedule gains. In order to
verify this clam, the designed controller, which istuned at the transonic flight condition (Table 4.5, Case
B), is gpplied to other flight conditions (Table 4.5, Cases A and C) without modification. The other two
flight conditions, sbsonic and supersonic, illudtrate this andysis. The same 10° bank angle step inputs
are applied to dl three cases, and the resulting responses are presented in Figure 4.32 for the subsonic
and transonic flight condition cases.
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Figure4.31 10° bank angle step response
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Figure 4.32 10° bank angle step response for different flight conditions

In the transonic and subsonic cases, the designed controller is able to stabilize the systlem. However, it
fails to sabilize the system for the supersonic flight condition. In transonic and subsonic flight, control
surface activities are well below the limitsin rates and displacement. Though the objective of the DI
controller is to produce a desired response at dl flight conditions, no congtraints are imposed on control
surface activitiesin the DI control equation to achievethis. Control surface deflections and rates are
based solely on the control distribution matrix. In order to avoid actuator saturation, the DI controller
must command no more deflection or rate than the system hardware can provide or the system
becomes nonlinear and the linear analysis may break down. But, these congraints overly restrict the
available control power in some cases. Since a controller selected with this process may not produce
the “best” performance at dl flight conditions, the “nomind” (design) condition must be sdected
carefully to achieve good performance in awide range of flight conditions. Moreover, the specification
will change for different flight conditions. For example, the time-domain specification changes dragticaly
near Mach = 1. Changing requirements for the entire flight envelope must be considered during the
design process. The proposed approach dlows an engineer to address this issue rather intuitively.
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5 Robustness Analysis

5.1 mAnalysis Applied to the X-38

511 Introduction

In the introductory sections of this document, singular-va ue decompostion is mertioned as the
maost common gpproach to adding robustness to a DI controller design. But it should be again
emphasized that manadysisis by no means the only way to tackle robustness issues with this flight
control design. Dang Vu*® suggests that combined techniques using linear quedratic design, quantitative

feedback theory, Lyapunov synthess, adaptive control, and differentia games have dl been initiated
together with mandyss.

5.1.2 Robustness Example: Application to the X-38 Lateral-
Directional Aircraft Equations of Motion

Thelinear fractiond transformation (LFT) structure — spelled out in detail in Section 6.2 of this
document — is now applied to the latera directiond aircraft dynamicsfor the X-38. Firg, the latera-
directiond arcraft equations of motion are represented as follows:

eYb Y & 0 gl] e YdU
o & o o le usu 60 T
ﬁ@ i r g Tue g € vruédu
U6, L oUeuslLy Ly Ug@. 5.1
i e b Gerg e gy U 1)
6o €N, N N 008 g éeNyg. Ng U
#fac’ P G g

60 1 0 og 60 04¢g

Next, we assume that — except for Ly, L, Nr, and Ny — al parameters are certain values. We dso
know the variations (boundaries of uncertainty) for these parameters, too; and we will write themin the

fallowing form:

- +

Lp £Lp £Lp
- +
Ly, £Lg, £ LOla

N; £N, £N/
- +
Ng £Ng, ENg

(52)

These bounded uncertainties are now integrated into the aircraft equations of motion using the LFT
form. Compare the decoupled roll axis equation

8= Lop + I-dada

(5.3)
y=p
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with the generd expression in Equation (6.8). Then, the following correspondences are clearly found:

p
da
L

(54)

p

Lg,

Now, ensure the State space representation of the roll axis egation with bounded uncertaintiesin L, and
L iswritten by subdtituting the preceding relaionship into Equation (6.13).

X
u
a
b

5 nom / nomy)
sgu g0 fm Kn Mo gepa
é, u é ué, u
eli=é 1ok, 000 ug"lq (5.5)
&0 é / uév, U
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€1 o o oY{*
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+ nom nom - + - nom
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+ - ’ P2 +
% ) % )
Smilarly, yaw axis arcraft equetion
&= N,r +Ng d
r d Hr (5.6)
y=r
IS put into state space form with uncertaintiesin N, and Ny
&nnom / nomy)
egy &7 fu Ky N4 ger g
ua é ué, u
Fag_e 1 ke O O sy (57)
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Integrating both roll and yaw axis equations with Equetion (5.1) yieds the following LFT form for the

|ateral-directiond equations:
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The input/output description of the plant and the uncertainty block are shown in Figures 5.1 and

5.2.

—» Z1
n1_> —p 22
S —> z
Ny G b4
d.— —>
d —» — P Ly
I I f
—>

Figure5.1 Plant input/output

70



z—p & 0 0 0Up

Z2—» 20 d 0 04 —>n

Z

& 0 d oa[ *m
é aqr—»h
g0 0 0 daf

Figure 5.2 Uncertainty block

These two blocks are interconnected to form a Parametric Uncertainty block, as shown in Figure 5.3.

b €————| Nominal

[
I
WA

D <« | Plant < I da
r 47: 4_|_| dr
f 4—\7\ /

Perturbed Model

Figure 5.3 Aircraft plant with parametric uncertainty

Parametric uncertainties are not the only type of uncertainties to be considered in this example.
Asdiscussed in Section 6.2.2.1, unmodeled dynamics or uncertainty at the input is another important
type of uncertainty to be examined. When thisis applied to our case study, the fallowing weighting
function, Wi, isused. Itsplacein the laterd-directiond block diagram is shown in Figure 5.4.

é s+1 u
u
Win = gs +100 0 (5.9)
é S +1 U
e s+1000
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Figure5.4 Unmodeled lateral-directional aircraft dynamics
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Figure5.5 Uncertainty weighting function

This particular uncertainty weight, W, indicates that there is potentialy 1% modeling error &
low frequency and that the uncertainty in the model grows up to 100% &t high frequency. The
uncertainty weight is diagond in form with equa diagond dements. The perturbation mode isacircle,

or aphere, around the nomind plant.
A third type of uncertainty, discussed in Section 6.2.2.2, is uncertainty at the output (uncertainty

in the measurements used) in the feedback loop. For our laterd-directiona example, Figure 5.6 shows
ablock diagram representing the treestment of this type of uncertainty. Sinceit isungtructured, itisa
function of input frequency — as was the uncertainty a the input.

Bmeas <4 b
Pmeas {—®< p
lmeas r

L W, [§ noise

Figure 5.6 Unstructured uncertainty at the plant input due to output uncertainty
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Figure 5.7 Unstructured output uncertainty weight

This output uncertainty weighing function impliesin p and r alow-frequency measurement error of
0.003 rad/sec and a high-frequency measurement error of 0.015 rad/sec. The model of measured vaue
of p, denoted Preas, IS given by

Pmeas =P *Wn_hp, (5.10)

where h, isan arbitrary sgnd with

13 ||hp||2. (5.11)

Any type of controller could be used in conjunction with our DI controller for mandyss. Much
of the literature favors an Hy controller that can provide the robustness sought through mandyss—
largely because msynthesis, which is an extended and more complex form of mandysis, requires an Hy
controller combined with manalysis to synthesize an optimized controller to achieve stability
performance. In our example, an Hy controller is desgned usng the MATLAB mAndyssand
Synthesis toolbox™.

The objective of the Hy controller isto make the pitch and yaw rate of avehicle closely follow
the commanded vaues of these two parameters (i.e., the god isto minimize the errors g, and ;).

Freguency-dependent weights are connected into the structure as shown in Figure 5.8.
Pactual _
Pcmd %—’ Wp —» ep
lNactual _
rcmd @ ’ Wr > er

Figure 5.8 Performance Weighting block diagram

73



The overdl performance error vector is given by

§,s +10 g
eperf = gap 8: €s+1 L,Jgpcmd - Pactual 3 (5.12)
&€ & s +10 aé femd - Tactual (i
e s+14d

The shape of the weighting function (Figure 5.9) is chosen so that the controller provides
performance in the low- to mid-frequency range. Error weights on theroll and yaw rates indicate a
tolerance of 0.1 rad/sec at low frequency and 1 rad/sec at high frequency.

Magnitude

o X 3 Pt
1 110" 1’ 1’
Frequency (rad/sec)

Figure5.9 Performance weighting as a function of frequency

Limits on the actuator deflection magnitude and rates are dso included in this example through
W, (actuator weight) shown in Figure 5.10. This mathematical condraint is not aphysicd “limit” but is
treated as a congtant weight matrix to produce the “error at the actuator” €..

daevsi M AE u
i
—>
Wact _} y eact
— !
drudder AR b

Figure5.10 Control Surface Actuator Weights block diagram

This error vector is defined as
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The two types of performance weights just described are combined to form a closed-1oop weighted
performance transfer matrix as shown in Figure 5.11.

—Fdelevon error

Pecommand ——— Closed-loop 9 delevon error

lcommand ——» Weighted

—}drudder error

_ Performance
Psensor noise ——— Transfer —}druddererror
I'sensor noise ——— Matrix —— lerror
— Perror

Figure5.11 Weighted performance objective transfer matrix

Next, an Hy controller is designed to minimize the Hy norm of the nominal closed-loop transfer
function from the disturbances to the errors. Thisdesign is actudly a sub-optima Hy controller because
the contraller is formulated after assuming that thereis no modd uncertainty. The D-K iteration process
(part of the singular value decomposition process) must be done to approach atrue optimal Hy
controller. The input/output relation of the postulated sub-optima Hy controller is shown in Figure

5.12.

Pecmd —W
Femd —
Dmea —
Pmeas —
Fmea —W

_’delevon

> drudder

Figure5.12 Hy controller input/output
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Although the designed system is a smple system, the order of the controller is 14. High order is
adisadvantage of Hy controllers because system complexity increases as the order of the controller
goes up.

“True” Airplane

Cact E Wact 17 D 1:—'

Hy outer loop Dl inner loop Ly J
<
d
pcm
rcmd ] q X-38 ]
nom
<
L L.u
P Ul X«
Np Nrﬂ A
< X«
t
wn [€ noise _
< b

Wp [ | Wr
v v
€p e

Figure5.13 Interconnection structure

Subsystems devel oped in the previous sections are now integrated to form an interconnection
gructure for manayss. A block diagram of the interconnection structure used for the andysisis given
in Figure5.13. The main objective in cregting an interconnection sructure isto transform dl of the
subsystem LFTsto agngle (large) LFT that will separate the unknown parts from the known parts of
the system. The interconnection structure can be formed relatively straightforwardly since stlandard linear
operations — such as cascade connections, parallel comnections, feedback connections, inversion, and
frequency response — retain the LFT form. In other words, interconnections of LFTs are ill LFTS.
Since interconnection of the subsystem LFTsisagraightforward, albeit rather tedious, task, usng
commercidly available software (eg., the MATLAB m Synthesis Toolbox) is recommended.

Now, we are ready to apply the seven steps outlined in Section 6.2.3 to complete our
mandyss and explore the gability robustness for our latera-directiond example. Applying the software
tools mentioned above to the system shown in Figure 5.13, we complete the mranayss process. The

flight condition smulated is the transonic portion of the flight envelope a My, = 1.05, q = 222 |b/ft?,
anda = 16.3°. Uncertainty levels vary equaly among four parameters, Ly, Lda N, ander , from
10% to 100%. Figure 5.14 summarizes the results obtained from this manayss.
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Figure5.14 Parametric uncertainty results

The results show that aslittle as 15% parametric uncertainty causes a divergence from stability. The
implication is that the DI controller is quite sendtive to parametric uncertainty.

Next, uncertainties are gpplied individualy to the previoudy mentioned four coefficients. This

iteration, on the manayss procedure, shows that uncertainty in N, produces the least system stability

senditivity; uncertaintiesin L, leed to the most sensitivity. Figure 5.15 summarizes these resits.
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Figure5.15 Maximum uncertainty tolerances for stability

5.2 Linear Quadratic Robustness Analysis Applied to the X-
38

521 Introduction

A useful and easily understood performance index, J,,, is proposed by Ghaoui®®, et d. Their

time domain performance index is smply the vaue of the usud linear quadratic performance index.
However, Ghaoui, et d., have shown that when this performance index is used for worst-case andysis
by taking the wordt initia condition vector of unit magnitude, it isasmple, yet powerful metric for

1. Comparing the performance of different controllers used with a given plant,
2. Determining the worgt disturbance histories for a given open or closed-loop plant, and
3. Determining the worst parameter changes for a given open or closed-loop plant.

Using this performance index, the controller synthesized in Section 4.8 is analyzed for
performance and robusiness. First, the performance of the LQG controller is compared to that of full-
state feedback; i.e., the LQR controller. Then, the same index is used to evauate the robustness
properties to parametric uncertainty as well asto sensor noise and externa disturbances (in particular,
sdeforce gust). Andyssisextended to anonlinear system with an LQR controller. Both the control
surface positions and rates are dlowed to saturate, and the guaranteed domain of sability is obtained.
Findly, this nonlinear andyssis further extended to a smple control surface actuator failure anayss.

5.2.2 Performance Analysis
Given a stable and observable linear dynamic system,

®=Ax +Bu, x(0)=x,,

5.14
y = Cx (5.14)
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J,, isdefined as

y' Qydt
J, ° max @ - (5.15)
% XgX,
Thisisequivdent to
J, =max[l (S)], (5.16)
where Sis obtained by solving the steady-state Lygpunov equation
SA+A'S+C'QC =0 (5.17)
and the gate initid condition, X ,, is the corresponding elgenvector
X, =eigvec(s). (5.18)
The following index is used throughout the controller andysis
¥
JW:Q(b2+f2+da2+d&2 +dr 2 +dé it (5.19)

The value of thisindex is v qc = 1.25e+5 for the designed LQG controller. If we assume ful-
dtate feedback (LQR controller), theindex decreasesto J, or = 2.93et+4. Thus, the LQR controller is
approximately four times better than the LQG controller using the performance index specified in
Equation (5.19). The differencein performance comes from the fact that the LQG controller hasto
estimate unmeasured states using an observer, whereas the LQR controller usesdl “perfectly
messured” states for feedback.

The corresponding wordt initial condition vector of unit length for the LQG controller is
calculated as

><O = |_b0 pO r.O fO d& daO d& dr.O ﬁges &‘esl
=[45e-3 -33e-4 -17e-4 -32-4 -15e-6 . (5.20)
-53-5 -16e-6 -54e-5 13e-1 9.9e- 1]

Thisword initid condition vector indicates that performance is highly sendtive to the desired dynamics
dates, &>, &= . Among the vehidle States, sidedip angleis the most sensitive state to the overall

performance.

5.2.3 Robustness Analysis — Parametric Uncertainties

One gpplication of thistime-domain quadratic performance index is to measure the performance of the
system with parameter changes. Conceptually, this processfir finds the wordt direction in the
parameter space and Sretches parameter variations in this direction until the system becomes unstable
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(e, J, ® ¥ ). A brief summary of how this robustness criterion gpplies to a compensated system is
paraphrased from the origina work of Gheoui®®, et d. Consider alinear system

®=Ax +Bu, x(0)=x,,

5.21
y = Cx (5.21)

with a dynamic compensator

£‘t :Acxc+chs’ X(O):XO’

5.22
ys =CX &2

where the ¢ subscript denotes controller values and the s subscript denotes measured properties. Then,
the performance index is rewritten as

y'Qydt
J,, = max Q - (5.23)
Xo XoXo
which can be cdculated easily from
J,, =max(l (9)) (5.24)
where S is the submatrix in the solution of the steedy-state Lygpunov equation
S, A, +AlS,+Q, =0 (5.25)
where
6 A BC.U &€'QC 0 U &S (3u
Aa:é Cu Q.=e T Uendsa:: o
eBcCs Ac u e 0 CcRCcﬂ )> ScU
with
L _éxu
- é
=

and Q and R are the performance weghting matrices that define the performance index in Equation
(5.24). The a subscript denotes augmented properties. Then, the performance of the sysem with
parametric variaions is obtained as follows.

Let p bethe vector of plant parameters of interest, where

A=Alp), B=B([p) C=Cp). (5.26)
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The parameter vector, p, can be broken down into combinations of the nomind vaue of p, prom, and
the variaion from the the nomina vadue, Dp, as

P=Puom +7P- (5.27)

Then, ascdar measure of Smultaneous changesin al parametersis defined as

s (p) =(?p)" S 7*2p (5.28)
where
S = diagona matrix of standard deviation.

Now, we can determine the Dp that maximizes J,, for aspecified value of s in Equation (5.28).
Gheoui®®, et d., have shown that a necessary condition for the maximum is

?po P- Prom =S xSxa (529)

wherea isaunit vector in the direction of the gradient

aé]J o
J 5.30
P % Ty (5:30)

whichisevduated & p and ‘ETJW
P;

., _2>¢reP gcTQIC +sE (5.31)
fip, é Ip e 2

where P is determined by the Lyapunov equation
AP +PAT +xX; =0. (5.32)
Note that
P=Qxxdt (5.33)

This equation Sarts with the wordt initial condition vector X, (i.e, theinitid condition that maximizes J,).
Twelve parameters are sdlected for parametric uncertainty andysis. They form the vector of
plant parameters, p, in Equation (5.27) as

=Y, Y, L L, L L Ly N, N, N Ng NI (5.34)

p r da
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Then, the value of three standard deviations for each parametric uncertainty is assumed to be equd to
the magnitude of the nomina vaue of each parameter.

For the designed LQG controller, the gradient of the performance index with respect to these
12 parameters was calculated as

ﬂJ_waZ[_ 28el 33 -22e7 18e5 6.6e2 -57e4
o . (5.35)

12e4 -15e3 30e2 54e3 -3.5e4 2.9e4]

The magnitude of this gradient divided by the nomind J,, is 175, indicating that the performance index
increases 175 times for a one-sigma change in the worst direction for the parameter space.

Figure 5.16 shows 1/J,, versus s, where s isdefined in Equation (5.28) for the system with the
LQG controller.
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0 . . '
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Figure5.16 1/J,, versuss for worst parameter change
System ingtability occursa s = 1.65 in the wordt direction in the parameter space. At the stability
parameter margin, i.e., s = 1.65,

Dp’ ><S'1:[-2.1e-6 25e-7 -1.7 13e-2 5.0e-5 -43e-3

. (5.36)
90e-4 -lle-4 23e-5 4le-4 -27e-3 22e-3
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This indicates that the most important mgor contribution is from adecreasein Ly, and, to a
lesser degree, adecreasein L,. The sengtivities of performance dueto all other parameters are
negligible as compared to these two parameters.

524 Robustness Analysis — Disturbance

So far, al performance anadyses assume no disturbances are present. However, the presence
of noiseisinevitablein physca sysems. In this section, the origind performance criterion is modified so
that both process noise, w, and measurement noise, v, are addressed in the performance index. To
achieve this, the worgt disturbances are assumed to be feedbacks of the augmented state, x,, where the
gan matrices are determined by the solution of the Riccati equation

SA, +AIS, +Q, + hlsaGaR;G;sa =0, (5.37)

where S,, A, and Q, are defined in Equation (5.25) and

G Ou éR, Ou

G, :go Bu,R _éo RVHW K, %, V=K, X, (5.38)
with
) ) LT N
Now, J,, isgiven by
J, = max|l (S)]+hw, (5.40)

where h isaLagrange multiplier and W is determined from
w=t]P,@ IR,K, I (5.41)

and P, is the solution to the Lyapunov equation

(Aa +GaKa)Pa + Pa(Aa +GaKa)T + XaOXZO = O (542)
and
K, U
K,= -é-K d (5.43)
e™Nvu

Firg, the origina system defined in Equation (4.31) is modified to accommodate a disturbance
due to side force gust.
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Big = A isXas T BasUas + GugWaist (5.44)

where
Adist:Aaug’ Bdist:Baug’ Xdist:Xaug’ udist:uaug
Gya=-Y,Ms L, -N, 0000 00 Q (5.45)
Wyg = b

The difference from the origind system is the addition of the GggWais term. Thisformulation is
interpreted as sde force trandated into the sdedip angle, and this disturbed sdedip angle actsas a
contral dthough it istrying to destabilize the sysem. In our example, we sdlect maxib U= 1 degree for
transonic flight.

Next, another modification to the origind system is made to accomodate the measurement

noise. Adding sensor errors to continuoudy changing scae factors and biases to the measurements
vector isthe technique used.

+v (5.46)

Also, we assume the worst disturbances are feedbacks of the augmented state x,, where gain matrices
are determined by the solution of the Riccati equation specified in Equation (5.37). In our example, Ry,
=1 and R, = diag(3,1) are sdlected and the corresponding value of h is6.84~ 10* by interpolation.
Disturbances are given by the positive feedbacks defined in Equation (5.38); and the feedback sdedip
disturbance vector, K,, and sensor noise matrix, K,, are caculated asfollows:

K :[- 59-3 29%-3 21e-2 -10e-4 68-6 25-4 -14e-5 -51e-4 -18-4 -18e-2
-23e-3 -12e-3 -12e-2 13-3 -13e-6 -42-5 99 -6 3.6e-4 78e-4 20e- 2]

(5.47)

_€0e-5 -67e-6 -18e-5 -19%-6 -25-8 -9le-7 -91e-9 -32-7 -63e-6 -18e-5
v 81.4e- 5 4%-5 15-3 -81e-5 -27e-7 -10e-5 -18e-6 -68-5 88e-5 -86e-4
-50e-6 -1le-7 -54e-6 -25%-6 -13e-9 -68e-8 86e-9 30e-7 33-6 32e-6u
-38-4 -86e-6 -88e-4 65e-5 28e-7 10e-5 1lle-6 41e-5 -55e-5 12e- SH

K

Thevdueaof J,, increasesto 1.69e+5, a 35% increase from the nomina case value of 1.25e+5. The
worst unit initid condition vector is

X, =[4.8e- 3 -29e-4 -26e-4 -34e-4 -13e-6

L (5.48)

-47e-5 -13e-6 -44e-5 13e-1 99e- 1]
The magnitude of theinitial measurement noise is obtained by subgtituting Equations (5.47) and (5.48)
into Equation (5.38). The ratio between the actua values to the noise for sidedip angle and bank angle
is calculated as 5.4%, and 17.4%, respectively, at t = 0.



5.25 Domain of Stability for the System with Actuator Saturation

Although the time domain criterion we have chosen is a useful tool for controller robustness
andysis, its mgor drawback is that the entire structure is defined using alinear system assumption.
However, most aerogpace systems are not linear; so this point is especidly sgnificant snce the
performance of a DI controller is sengitive to the available control power. This concern essentidly
arises because the control inputs, u(x), is proportiond to the inverse of the magnitude of the control
digtribution function.

Therefore, the control surface position and rate should be included when the boundary of the
gability region is consdered. Although thisis a dgnificant weskness of DI methodology, relativey little
research has come to our attentior™® =%, Recently, Tarbouriech™, et al., published atechnique to
compute a guaranteed domain of sability for a system subject to postiont and rate-limited system
inputs. This study shows two different gpproaches. the agebraic Ricatti equation (ARE) approach and
the linear matrix inequdity (LMI) approach. Here, the smpler and more widely used approach of the
two, the ARE approach, is used to find the domain of the sysem dability.

The objective isto find the largest possible Lyapunov stability parameter, r , such that the
closed-loop systemislocaly stable in the largest Lyapunov level set. In other words, we seek the
largest domain of initid state vectors that produces a stable solution to the given Ricatti equation defined
by Tarbouriech™, et d. Though this methodology produces an optimal solution by solving agiven
Ricatti equation, this optimal solution depends on the choice of state and cortrol weght méatrices, which
isawaysthe casefor Ricatti solutions. Therefore, the largest domain of initial condition predicted by
this gpproach does not grantee the largest stableinitia condition domain globally, and the computed
gability domain may gill be a conservative prediction.

Actuator position and rate limits were previoudy listed in Section 4.1.2. Using the DI
formulation, the actuator dynamics are not bledirectly. Instead, the desired yaw and roll
accderation and their time derivatives are used to limit the control inputs. For the yaw axis, the desired
yaw acceleration is bounded by

€| =N,Jdd] +N,ldr|, =0.485rad/sec?) (5.49)
and the time derivative of the yaw accderation islimited to

@] =Nl +N,Jdd  =0.990(rad/sec?). (5.50)
Smilaly, for therall axis,

|| = Lldd,, + L], =260(ad/sec?) (5.51)

| max

||  =L.jdd, . +L,|0d =566(ad/sec). (552)

Assuming full- state feedback with the regulator gain in Equation (4.39) and no parametric uncertainties
and disturbances, the maximum vaue of the stability parameter (r ma =) is 14.5. When we consider the
domain of gability in the two different states — bank and sdedip angles— smultaneoudly, a3-D plot is
obtained (Figure 5.17). The systemis stable up toa 48.1° bank angle assuming no sdedip angle.
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Smilarly, the system is stable up to 1.59° sidedip assuming no bank angle. The system isnot
guaranteed to be stable outsde of this domain.

g0 | X-38V-201 & \\
@M =1.05 & & .
.. &ﬁm Stability Boundary
Sy a5y (Above: Unstabl
= 30 X ﬁ@m Be(I)(\)/\(/av: gfagle)e
= B

Sideslip Angle (deg) 0 a Bank Angle (deg)

Figure5.17 Stability boundary

5.2.6 Change in Domain of Stability due to Control Surface
Actuator Failure

This nonlinear andys's next examines the stability domain in the event of a control surface
actuator faillure. This process changes the limits on the position and rates of the input vectors. Six
failure modes are considerd, and results are compared to the nomina case where no control surface
actuator failure has taken place. The nominal and failure mode cases that are consdered are the: (1)
nominal case, (2) one aleron failure case, (3) one rudder failure case, (4) one aileron and one rudder
falure case, (5) two alleron actuators failure case, and (6) two rudder actuators failure case. Also, asin
the previous section, perturbations on the inital conditions are limited to bank and sdedip angles. Figure
5.18 summarizes the results and their associated cross-sectiond top view. Thisfigure dearly illustrates
the difference in stability Lyapunov leves due to different congtraints on control inputs. As predicted,
the nomind case, where none of the control surface actuators are failed (and the largest amount of
control power isavailable), showsthe highest leve of sability. The ratio, compared to the nomind
dability domain, for al sx casesis summarized in Figure 5.19.
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6 Theoretical Foundations

6.1 Basic Forms of Dynamic Inversion

Dang Vu asserts that the essentials of the DI gpproach are most easily understood in terms of an
SISO system. Since we followed that approach in our learning process, as described in Section 3, we
have postulated a class of linear systems affine' in control that is represented by the following
methematicd form:

&=f(x)+g(x)u (6.1)
y =h(x) (62)

where f(x) and g(x) are smooth vector fidlds on R' and h(x) is a smooth mapping function that maps R’
into R. This system is feedback linearizable of rdative degreer if gate and input transformations exist.

z=F (x) zT R’
y =a(x)+b(x)v vi R
where b (x) 1 0and F (x) isadiffeomorphism’ that transforms Equation (6.1) into a controllable linear
sysem.
&= Az +Bv

Following Dang Vu's rether succinct development (with some clarifications), we differentiate the
nonlinear output equation (Equation (6.2)) with respect to time and obtain

h h, N
ﬁ:‘l%_xﬁzg_x (x)+g(x)up -

If the coefficient of u is zero, we continue with successve differentiations in the same fashion until a
nonzero process coefficient surfaces. Dang VU’ s succinct notation, which uses the Lie derivative from
differentid geometry for these repeeated differentiations, is useful.

*“Affinein control” meansthat al transformations of finite system parameters remain finite under the
controller’s action.

"A diffeomorphism is said to occur when the scalar components of a mapping (or transformation) F arer
times differentiable with r 3 1 with respect to the scalar components of x (with a discrete time mapping X«
= F X1 ). The mapping must aso be invertible; that is, X1 = F X1 must hold. Invertibility implies that
F ' exists. The scalar components of the inverse must likewise be r times differentiable
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q@%{%ﬂ@ 63)

Equation (6.3) isthe Lie derivative of the scdar function h with respect to the vector field f. Higher-
order derivatives have asmilar form.

h(x) =L (L h(x)) (6.4)
Using this Lie derivative notation, the output equation can be rewritten as
Th Th . N
=‘ﬂ_x)&=‘ﬂ_x (x)+a(x)ug=Ls h(x) +Lgh(x)u. (6.5)

If the second derivative in Equation (6.5) is0—that is, Lgh(x) =0 — asecond differentiation yields
= L7 h(x) + LgLs h(x)u. (6.6)

The differentitionsend when LyLf " *h(x) =0 fork =L, ..., r—1, but LyLi *h(x)* 0. Thelas
derivative of the sequence for the output response is then

y) = Ln(x) + Lt (x)u. 67)

The number r is cdled the relative degree of the origina control equation (Equation (6.1)).
If we define our coordinate transformation in terms of the Lie derivative,

Z, = Fk(X) :L‘]c('lh(x) fork=1,2,...,r,

the resulting transformed set of equationsis linear, of dimension r, and in acompanion form called the
Brunovsky canonica form.

€@ 1 0L 0o &u

u u

D01 L 0y Dy
Z=6 0 L 1 00z+édlv =Az+Bv (6.8)

0 0L 0 15 &M

€ 0L 0 o &4

where v = Lt h(x) + LgLfc'lh (x)u. Vu points out tht exact linearization is possible when the relative

degreer isequd to the order of the system n and the linearized system (Equation (6.8)) is both
controllable and observable.

Since we are interested in obtaining for the linearized sysem a control law thet will impose
desred behavior on the origind nonlinear system, it is aso necessary that we carefully examine any
contral law in terms of stability of the nonlinear system. Obvioudy, that requirement suggests that we
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transform any postulated control law back into the origind coordinates. Symbalicaly, we can write this
transformation as

u=a(x)+b(x)v

_Lh(9 and b(x) = 1
LgLfth(x)

with a(x)= = -
(x) LgLfth(x)

6.2 Stability and Robustness Analyses

In this section, stability and robustness analyses are described for the DI controller. The most
commonly used methodology used to analyze robustness of linear syssems using DI controllersis based
on the sructured singular value (1) and a technique now widely described in the literature as manadyss.
However, mandysisis not the only method used to examine the stability and robustness of DI-based
controllers.

6.2.1 Linear Fractional Transformations

LFTsare used to integrate parameter variations (uncertainty) into the system under mrandyss.
Asthefirg sep in the manaysis procedure, al parameter variations are collected into an uncertainty
matrix in LFT form. Then, mandysslooks for the smdlest variation in these parameters that drive the
system to ingability. In this section, the methodology to creste an LFT form is explained.

Suppose we have alinear system that is described by the following:

¥=ax +bu 69)
y =X
Now, we assume that the value of a variesbetween a” and a™ .
a fafa' (6.10)
where
a = lowerlimit of variation in a
a™ =upper limit of variation in a
This rdation can be rewritten in terms of nominal vaueof a, a"°™, as
a=a"m+ _kida (6.11)

1- kpdg

where
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NOM = hominal value of a

2(a+- 5)(5- a')
k]_: " .
a’-a
(a+ +a')- 2a
k2 =

a

at-a
1£dy £1

When the upper and lower variaions from the nomina vaues are equa —that is, when

at- anom‘ :‘a- ) anom‘

— then the previous equation smplifiesto

a=a"" +kd,, (6.12)

where

a™™ = nominal value of a

k=at-g®om =gnhom _4-

-1£d, £1

The perturbationin a described in Equation (6.11) is integrated into Equation (6.9) and is now
expressed in state-gpace form by introducing the fictitious terms z, and w, as

ey @ kg buéxu

s A 7

gzaﬂ=§L ks ogézva@. (6.13)
gyd g O Oggud

The block diagram in Figure 6.1 (above) corresponds to the state- space expression (Equation
(6.13)). Here, we have completely separated what is known, the G matrix, from whét is uncertain, D.
We treat D as uncertain; but, we do know itsrange: —1 £ D £ 1. For now, uncertainty in a doneis
considered. The next case to be consdered is the case when there isan uncertainty in b. This case,
vaiaionin b, isexpressed smilar to the previous case as

pe / —_
¢k @ K buex g
o= ky 10wy, (6.14)
= e uz y
gvd & 0 Oggud

where
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Figure6.1 Linear Fractional Transformation block diagram

Findly, combining the expressions for uncertainty in a andin b, the following state-space
expresson results. The accompanying block diagram (Figure 6.2) is a companion to Figure 6.1.

6%y @ Kk Kk blUgxuy

~ A é l:"‘ A
u % p u
& 21 kg 00 33"'&0 (6.15)
&,0 0 0 ki o @pU
é € 2 Ug 1

eYa g 0 0 ofeyvad

Zy ;
Zp D
Wa
y — G w, U
Yy ¢— <+—

Figure 6.2 Companion to the Linear Fractional
Transformation block diagram

Now, Disno longer ascdar uncertainty butisa2 ™ 2 diagond matrix with normaized
uncertainty terms.
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0

0 (6.16)

D> M
o

[ exy enid

Again, we have separated what is known from what is uncertain but bounded. Since Disno longer a
scaar, we have to make another choice for anorm:  the maximum singular value. It is not difficult to see
that $7(D) £ 1. A very important observation isthat the uncertain eement D has afixed structure: a
diagond matrix consgting of the individua uncertaintiesin a and b. Thus, ungtructured uncertainty at
the component level has become structured uncertainty at the system level. LFTs are the mathematica
toolsthat dlow usto provide this systemic structure for the uncertainty.

6.2.2 Other Types of Uncertainty Models

Other than the parametric uncertainty described in Section 6.2.1, there are at least two other
types of uncertainty models. These are Unmodeled Dynamics or Uncertainty at the Input and
Uncertainty at the Output moddls. The mgor difference between parametric uncertainty and the other
two types of uncertaintiesisthat parametric uncertainties are redl-vaued while the other types of
uncertainties are complex-vaued perturbations. The two types of uncertainty models are explained in
the following subsections.

6.2.2.1 Unmodeled Dynamics (Uncertainty at the Input)

During the linearization process, higher-order terms in aircraft equations of motion are ignored.
Also, other uncertainties arise due to aeroel agticity, control surface variations, and vehide flexibility.
Usudly, the plant mode is agood system representation term at low- to mid-frequency inputs, but
modding uncertainties become larger with high-frequency inputs. Instead of attempting to include all
modeling uncertainties, the modeling uncertainties are treated as additives to the plant inputs. Figure 6.3
shows a genera block diagram representing this gpproach to accounting for uncertainty at the plant
input.

+
—»X)—» K % » G >

Figure 6.3 Unmodeled Dynamics block diagram

Thistype of uncertainty is parameterized with two dements, W, and D;,. W, isaweighting
transfer function (assumed to be known) that reflects the amount of uncertainty in amodd with respect
to frequency. The other parameter, Dy, is a stable unknown transfer function that nevertheless satisfies
the condition &D,,&&, < 1.

6.2.2.2 Uncertainty at the Output

Similar to Unmodeed Uncertainty, uncertainty of the measurementsis modeled as Uncertainty
at the Output. A block diagram representing how this type of uncertainty is modded is shown in Figure
6.4.

DR K > G >

Doutput
+
+
\




Figure 6.4 Uncertainty at the Output block diagram

6.2.3 Structured Singular-Value Analysis (mAnalysis)

Now that we know how to represent uncertainties in the system using LFTs, we must turn our
atention to analyzing the robustness of systems modeled in thisfashion. We follow the most common
practice today by basing our andyss on the structured singular vaue, m and using available software
toolsto perform the mandyss. The technique is based on the following theorem:

Robust Stability U er(Mll(jw))<1 " w (6.17)

where My, isthe left upper corner block of M; i.e,

M (jw) = g 1Y) e (6.18)
u

1
M)o° — 6.19
b (M) min{s(D): DI D,det(I- MD) =0} (619
where D={diag (D;, Dy, ..., Dy)}.
According to this theorem, my, isafunction of M that depends on the structure of D. myisthe

reciproca of thesmdlest D (whereweuse S asthe norm) we can find for the set D that makesthe
méatrix | - MD singular. If nosuch D exigts, ny istaken to be zero.
The generd framework and the manayss transformation are shown in Figure 6.5.
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Figure 6.5 General framework and manalysis transformation

Even though the function m, is defined, we must il caleulateit. Unfortunately, no exact

caculation dgorithms exist. So, we must calculate its upper and lower bounds. Normally, the upper
bound is used since these values of m are“safer” (that is, they are more conservative). The upper

bound is defined as
mp(M) £ inf s(DMD™), (6.20)
= DI D

where D isthe scaling matrix. Figure 6.6 geometrically illustrates the effect of D -scales.

D D' DH¥»D D
M Dlel M |D? Dl M l¢D?

Figure6.6 Theeffect of D -scales

Another important festure of the upper bound isthat it can be combined with the Hy controller
gynthesistechnique to yidd am synthesi's method. Note that the upper bound, when applied to transfer
functions and maximized across frequencies, is Smply ascaded Hy norm.

The steps needed to test the robust stability using manalysis are asfollows:

Congtruct the interconnection structure, M, which isaknown linear system.
Define a structured perturbation s, D.

Combine M and D to form the feedback system shown in Figure 6.5.
Calculate a frequency response of M.

Calculate the upper and lower bounds for m

Find the upper bound pesk vaue.

oukwNE
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7.

If M < L2 PasS; if My > L fail.
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